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SNIA Legal Notice
 The material contained in this presentation is copyrighted by the SNIA unless otherwise noted.  

 Member companies and individual members may use this material in presentations and 
literature under the following conditions:
 Any slide or slides used must be reproduced in their entirety without modification

 The SNIA must be acknowledged as the source of any material used in the body of any document containing material from 
these presentations.

 This presentation is a project of the SNIA.

 Neither the author nor the presenter is an attorney and nothing in this presentation is intended 
to be, or should be, construed as legal advice or an opinion of counsel. If you need legal advice 
or a legal opinion please contact your attorney.

 The information presented herein represents the author’s personal opinion and current 
understanding of the relevant issues involved. The author, the presenter, and the SNIA do not 
assume any responsibility or liability for damages arising out of any reliance on or use of this 
information.

NO WARRANTIES, EXPRESS OR IMPLIED. USE AT YOUR OWN RISK.
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SNIA-at-a-Glance
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SNIA Areas of Focus
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Our Topics Today
What is and why Computational Storage?

Where is Solid State Storage headed?

What can we now do with Persistent Memory?

And finally,
Why did SNIA bring these activities together?
How can we all play nice?
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Computational Storage 
SNIA Computational Storage Technical Work Group
SNIA Computational Storage Special Interest Group
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What is Computational Storage?

 Computational Storage is defined as architectures that provide 
Computational Storage Services coupled to storage, offloading host 
processing, or reducing data movement.
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Many Factors Driving a Need for Computational Storage

Three motivating factors for using Edge Computing
1. Preserve privacy

2. Reduce latency
3. Be robust to connectivity issues

Near-Data Computation: Looking Beyond Bandwidth
Published in: IEEE Micro ( Volume: 34, Issue: 4, July-Aug. 2014 )

https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=40
https://ieeexplore.ieee.org/xpl/tocresult.jsp?isnumber=6871686


10 | ©2020 Storage Networking Association. All Rights Reserved.

Compute, Meet Data

Based on the premise that storage 
capacity is growing, but storage 
architecture has remained mostly 
unchanged dating back to pre-tape and 
floppy…

How would you define changes to take 
advantage of Compute at Data?
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Current Instances of Computational Storage
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SNIA Computational Storage Technical Work Group

 45 participating companies/202 member representatives 
 Focus on definition list to ensure the TWG covers question on 

what computational storage is and what its products can be
 Drive to a scope and path to a universal usage model
 SNIA’s Computational Storage Technical Work Group is 

developing a Computational Storage Architecture and 
Programming Model – defining recommended behavior for 
hardware and software that support computational storage
 Download the latest version – and make your comments at the 

SNIA Feedback Portal

https://www.snia.org/tech_activities/publicreview#comp
https://www.snia.org/feedback
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45 Participating Companies - 202 Member Representatives
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Computational Storage Special Interest Group

 10 member companies 
Educating on benefits, use models, and implementations of 

computational storage and soliciting input on the Computational 
Storage Technical Work Group draft SNIA Computational Storage 
Architecture and Programming Model. 
Planned webcasts, videos, and presentations at virtual events

https://www.snia.org/sites/default/files/technical_work/PublicReview/SNIA-Computational-Storage-Architecture-and-Programming-Model-0.3R1.pdf
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Solid State Storage 
SNIA Solid State Storage Technical Work Group
SNIA Solid State Drive Special Interest Group
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SNIA SSD Special Interest Group 

 Expanding knowledge of SSD form factors 
and the optimum use of SSDs in enterprise, 
client, and application environments like 
hyperscalers via webcasts, videos, and 
presentations at virtual events.  
 Close coordination with other standards 

organizations like NVM Express and SCSI 
Trade Association. 

https://www.snia.org/forums/cmsi/knowledge/formfactors

https://www.snia.org/forums/cmsi/knowledge/formfactors
https://www.snia.org/forums/cmsi/knowledge/formfactors
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Q1 2017
EDSFF group formed

Q4 2017
EDSFF hands off specs to SNIA 

SFF-TA

SFF-TA-1009 1.0 published 
(pin/signal spec)

Q2 2018: 
pin/signal spec Rev 2.0, E1.S 1.1, 

errata

Q2 2019
E1.S Rev 1.2 to add 

support for 9.5mm and 
25mm thick enclosures

Q3 2017
Intel launches “ruler” SSD at FMS, 

and intention to contribute to 
EDSFF

Q1 2018
SFF publishes 1.0 specs for SFF-TA-1006 
(E1.S), SFF-TA-1007 (E1.L), SFF-TA-1008 

(E3)

Q3 2019
E1.S Rev 1.3a to 
add x8 support

Q4 2019
OCP Storage Workgroup 

discuss use of EDSFF

Q1 2020
E1.S 1.4

add 15mm

EDSFF History
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E3 - updated!! SFF-TA-1008 
 E3 is a family of four form factors with a common 

76mm height
 E3 FH ¾ Length, 1x

 76mm x 112.75mm x 7.5mm
 Supports up to 20W
 Optimized for primary NAND storage in Servers

 E3 FH ¾ Length, 2x*
 76mm x 112.75mm x 16.8mm
 Supports up to 40W
 Support for higher power devices like CXL based SCM

 E3 FH Full Length, 1x
 76mm x 142.2mm x 7.5mm
 Supports up to 35W
 Support for higher capacity NAND storage

 E3 FH Full Length, 2x*
 76mm x 142.2mm x 16.8mm
 Supports up to 70W
 Support for higher power devices like FPGAs and 

accelerators
Note* - A thick device will fit into two thin slots

- A short device will fit into a long slot

Support for a 
x4, x8, or x16 PCIe 

connection
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New – proposed at OCP, E1.S 15mm, SFF-TA-1006 1.4

19

• E1.S new thickness at 15mm, up to 25-35W @ 35C, 24x drives in 1U server
• Higher performance than U.2 in smaller form factor
• Scales to PCIe 5.0, 3D NAND and storage class memory (e.g. Intel® Optane™ SSD)
• Performance, power, and thermals for mainstream SSD capacities (4, 8, 16TB) in the next 

2-5 years
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20

EDSFF Platforms E1.S 25mm

Yosemite V3

E1.S 15mm
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21

E1.S SSD Vendor Ecosystem in FB presentation
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Persistent Memory
SNIA Persistent Memory Programming Technical Work Group
SNIA Persistent Memory & NVDIMM Special Interest Group
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What is Persistent Memory?

 Persistent Memory is non-
volatile, byte addressable, low 
latency memory with densities 
greater than or equal 
to Dynamic Random Access 
Memory (DRAM). It is 
beneficial because it can 
dramatically increase system 
performance and enable a 
fundamental change in 
computing architecture. 
Applications, middleware, and 
operating systems are no 
longer bound by file system 
overhead in order to run 
persistent transactions.

https://www.snia.org/education/dictionary/d#dynamic_random_access_memory
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Many Existing and Emerging Memory Types
MRAM

ReRAMFRAM

PCM

Check out the SNIA Webcast  – What a Year It Was - and Where We Need To Go in Emerging Memory

NVDIMM-N

And They Are All Persistent! 

https://www.snia.org/educational-library/what-year-it-was-and-where-we-need-go-emerging-memory-2020
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PM Needs Support

Hardware (JEDEC, Others)
 Supporting early development
 Ongoing requirements
 Form factors, interfaces

Software support (SNIA, Others)
 O/S support
 Open source libraries
 Application program support
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SNIA Persistent Memory Programming Technical Work Group

Developing a Persistent Memory Programming Model describing the 
behavior of a common set of software interfaces that provide access to 
non-volatile memory (NVM)
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SNIA Solid State Storage Technical Work Groups
SSD drive and SSD system work 

groups
Expertise in the area of SSD 

performance and behavior
Solid State Storage Performance 

Test Specifications 
 SSDs
 Persistent Memory
 Real World Performance 

Retail Web Portal 24 Hr Workload:  IO Streams & IOPS
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 Formed to accelerate the awareness and adoption of 
Persistent Memories for computing architectures

 Activities
 Educate on the types, benefits, value, and integration of 

Persistent Memories
 Communicate usage of the SNIA NVM Programming Model 

developed to simplify system integration of current and 
future PM technologies

 Influence and collaborate with middleware and application 
vendors to support Persistent Memories

 Develop user perspective case studies, best practices, and 
vertical industry requirements

 Coordinate with industry standards groups and promote 
industry standards related to PM and NVDIMM

 Synchronize and communicate a common Persistent 
Memory taxonomy

SNIA Persistent Memory and NVDIMM SIG
snia.org/pm

http://www.snia.org/pm
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2020 – A Very Exciting Year for Persistent Memory!
 SNIA Persistent Memory Programming Model 

expanding
https://www.snia.org/forums/cmsi/nvmp
 PM Hardware Threat Model
 PM Remote Access for High Avail White Paper
 PM Atomics and Transactions White Paper 

 SNIA 2020 Persistent Memory Summit a 
success
 Videos and slides at snia.org/pm-summit

 SNIA Persistent Memory & NVDIMM Special 
Interest Group is leading a program training 
software developers on programming persistent 
memory

https://www.snia.org/forums/cmsi/nvmp
http://www.snia.org/pm-summit
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Keys to Programming Persistent Memory

 Consistent Windows/Linux architecture model
 Variety of open-source tools and libraries

 Persistent Memory Development Kit (PMDK)

 Direct programming models

 Multiple open-source file systems

 SNIA Hackathon program a success and continuing

 300+ software developers trained on PM programming 

 Cloud PM systems available to program today

 Contact pmhackathon@snia.org for details pmhackathon@snia.org

mailto:pmhackathon@snia.org
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PM Evolution:
Why Persistent Memory in AI / ML?
 Challenge: Reducing overall 

time to discovery and insight 
based on Data Intensive ETL 
and Checkpoint Workloads 

 Demanding I/O and 
computational performance for 
GPU accelerated ETL

 Varying I/O and computational 
performance driven by 
bandwidth and latency

http://www.google.com/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=2ahUKEwifnKv2mqPhAhVCxFQKHd6FCTQQjRx6BAgBEAU&url=http://chittagongit.com/icon/speed-meter-icon-3.html&psig=AOvVaw3mGcfQG5qgKBQrDhFthJBK&ust=1553806620324578
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Click to edit Master title style

What Do
Computational Storage 

Solid State Storage
Persistent Memory

Have In Common?
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 Enormous developments in solid state memory, including NAND, and other 
emerging memories enable new architectural concepts such as persistent 
memory
 At the same time, semiconductor scaling has slowed, while demand for 

processing has increased
We need to go beyond dedicated CPU technology to create adjacent 

processing technologies to off-load CPUs and provide low latency results
 This has led to an industry drive to combine processing with memory and 

storage, and to create new compute architectures and software to analyze 
and exploit the explosion of data creation over the next decade.
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Important Intersection of Compute, Memory, and Storage –
Playing Nice Together Is Needed 

Solid state storage has been an important SNIA technology and 
education area for over a decade

Gathering of use cases and education on persistent memory has 
been a part of SNIA work for six years 

And a new computational storage work area launched in late 
2018

 All this has led to the evolution of the SNIA Solid State Storage 
Initiative into the SNIA Compute, Memory, and Storage Initiative 

 Recognizes this fundamental opportunity to combine storage, 
memory, and compute in new, novel, and useful ways

 Brings together technology, alliances, education, and outreach to 
better understand new opportunities and applications
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SNIA CMSI – Where Compute, Memory, and Storage 
Come Together 
 Technical work

 Architecture and programming specifications in computational 
storage and persistent memory

 Architecture and application specifications in SSD form factors, 
PM and SSD performance

 Joint activities with other alliances – NVM Express, 
JEDEC, OpenFabrics Alliance, Open Compute Project

 Outreach and evangelization
 SNIA webcasts on usage, applications, and futures
 SNIA video library playlists for education and sharing
 Presentations and networking at virtual and physical events
 Developer education through tutorials, hackathons, and technical 

symposia
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Where To Find Out More
 Website resources

 www.snia.org/computational
 www.snia.org/pm
 www.snia.org/sssi

 Twitter 
 @sniasolidstate
 @sniacomputation

 Blog
 SNIAComputeMemory&Storage

 Videos
 https://www.youtube.com/user/SNIAVideo/playlists

 Educational materials
 https://www.snia.org/educational-library

 Joining SNIA and the Compute, Memory, and Storage Initiative
 https://www.snia.org/member_com/join-SNIA

http://www.snia.org/computational
http://www.snia.org/pm
http://www.snia.org/sssi
https://twitter.com/sniasolidstate?lang=en
https://twitter.com/sniacomputation
http://www.sniasssiblog.org/
https://www.youtube.com/user/SNIAVideo/playlists
https://www.snia.org/educational-library
https://www.snia.org/member_com/join-SNIA
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Finally, Thanks for Watching Our Webcast

 Please rate this webcast and provide us with feedback

 A link to this webcast and the PDF of the slides are posted to 
the SNIA Compute Memory and Storage Initiative website at 
https://www.snia.org/forums/cmsi/knowledge/articles-
presentations

 You can also find this webcast and many other videos and 
presentations on today’s topics in the SNIA Educational Library

 A Q&A from this webcast will be posted to the SNIA CMSI on 
Compute, Memory, and Storage blog: www.sniasssiblog.org

https://www.brighttalk.com/webcast/663/406350
https://www.snia.org/forums/cmsi/knowledge/articles-presentations
https://www.snia.org/educational-library/uniting-compute-memory-and-storage-2020
http://www.snia.org/educational-library
http://www.sniasssiblog.org/
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Questions?

Thank you!
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