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We prove the Poincar6-Bendixson theorem for monotone cyclic feedback 
systems; that is, systems in R n of the form 

xi=fi(xi ,  xi_l), i = 1 , 2  ..... n (mod n). 

We apply our results to a variety of models of biological systems. 
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0. I N T R O D U C T I O N  

In  this pape r  we study systems of ord inary  differential equat ions  in R ", in 
which the n coordinate  variables x 1, x 2 ..... x ", drive, or force one another  in 
a cyclic fashion. To  be precise, we consider systems of the form 

Yd=fi(xi, xi-t), i=l,  2,...,n (0.1) 

where we agree to interpret  x ~ as x n. [As there will be a frequent need to 
make  such interpretat ions,  due to the cyclic nature  of the feedback in (0.1), 
let us agree that  all indices (superscripts)  of all variables are to be taken 
modu lo  n.] We assume the nonlineari ty  f =  (fl, f2,...,fn) is defined on a 
n o n e m p t y  open set 0 c R n with the p roper ty  that  each coordinate  projec- 
t ion O i c  R 2 of 0 onto  the (x i, x i -  1) plane is convex and  that  f i e  C1(Oi). 
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Our key assumption about the cyclic system (0.1) is that the variable 
x ' -  1 forces Z monotonically. We assume for some 6' e { - 1, + 1 }, that 

6' Ofi(x" x ' -  1) 8xi_ 1 > 0  f o ra l l ( x ' ,Z -1 )eO  ' and l<~i<~n (0.2) 

Thus 6' describes whether the effect of x '  1 is to inhibit the growth of 
xi(6i= - 1 )  or to augment its growth (6 '=  +1). The product 

A =_ 0162 . . . 6  n 

characterizes the entire system as one with negative feedback (A = - 1 )  or 
positive feedback (A = +1). We term such a system, of the form (0.1), 
satisfying (0.2), a monotone cyclic feedback system. 

Our main result, in essence, is that the Poincar6-Bendixson theorem 
holds for monotone cyclic feedback systems. In particular, the omega-limit 
set of any bounded orbit of a monotone cyclic feedback system can be 
embedded in R 2 and must, in fact, be of the type encountered in two- 
dimensional systems: either a single equilibrium, a single nonconstant 
periodic solution, or a structure consisting of a set of equilibria together 
with homoclinic and heteroclinic orbits connecting these equilibria. 
Further, related results for linear systems severely restrict the type of bifur- 
cations which can occur in such systems. Simple Hopf bifurcations and 
stationary bifurcations with null spaces of dimension at most two are 
possible, however, higher-dimensional bifurcations do not occur. Also 
excluded are period doubling bifurcations and bifurcations of periodic 
orbits to invariant tori. In a general sense "chaos" is ruled out. 

Before stating our result precisely, we introduce a bit of notation. 
Letting Xo ~ O c R n denote an initial condition x(0) = x0 for a solution x(t) 
of (0.1), we write for T e  R the semiorbits 

7T+(X0) = {x(t)[ t~> Tand  t e d o m  x(.)},  

7r-(Xo) = {x(t)l t~< Tand  t ~ d o m  x(.)},  

+ (Xo) = ~o_+ (Xo), 

and denote the orbit 

~(x0)= ~+(Xo)U~ (Xo). 

We let ~(x0) and co(x0) denote the usual alpha- and omega-limit sets of 
7(Xo), provided of course the solution x(t) exists as t ~ - o o  or + oe. If 
is an equilibrium or periodic orbit, we denote by W s, W% W c, W% and 
W u the stable, center-stable, center, center-unstable, and unstable 
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manifolds, respectively of 7; these arise in later sections of the paper. 
Finally, we let Hi: R n -~ R 2 denote, for each i, the coordinate projection 

Hix = (x i, X i - 1  ) 

We now give our main result. 

Main Theorem. (a) Let x(t) be a solution of  the monotone cyclic 
feedback system (0.1), (0.2), through x(O) = x o, and suppose the forward 
orbit 7+(xo) is bounded, with closure 7+(Xo)c O. Then the omega-limit set 
cO(Xo) is one of  the following: 

(i) an equilibrium Yo, 

(ii) a nonconstant periodic orbit, or 

(iii) a set E w H  where each y o E E  is an equilibrium at which 
A d e t ( - D f ( y o )  ) >~ O, with d = I-[7=1 ~5i, and where H is a set of  orbits 
homoclinic to/heteroclinic between points of  E; .that is, i f  y o e H ,  then 
e(Yo) = {Zo} and cO(yo)= {Wo} for some Zo, Wo ~ E. There, moreover, exists 
an integer k~ ,  which is odd i f  A = - 1  and even i f  A = + 1, such that for each 
z o e E the matrix Df(zo) has either k ~ -  1 or koo eigenvalues 7 satisfying 
Re , />0.  

(b) For each i the planar projection 

FI':  o~(Xo) ---, R 2 (o.3) 

is one-to-one on the omega limit set. In fact, in cases (i) and (iii) (that is, 
where (O(Xo) is not a nonconstant periodic orbit) there exist T>~ 0 such that 
for each i the projection 

H~: "ff+(Xo) = 7 T+ (Xo) w e)(Xo) --, R 2 (0.4) 

is one-to-one on the forward orbit closure. 

(c) In any case (i), (ii), or (iii) there exists T>>,O such that i f  
Yo~Tr+(Xo) is not an equilibrium, then the projection o f  the vector field 
through that point is nonzero 

H~.v(O ) = (f*( Yo), f e -  I(yo) ) # (0, 0) (0 . s )  

We note that in case (ii), when cO(Xo) is a periodic orbit, that while the 
omega-limit set projects homomorphically onto the plane (0.3), the projec- 
tion of the forward orbit closure (0.4) need not be one-to-one for any 
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T>~0. Indeed, the linear equation X (6) - ~ - X = 0 ,  written as the monotone 
cyclic feedback system 

.~1 = __X 6 

(o.6) 
2i= x i-1, 2~<i~<6 

in R 6 [here x i =  x (6-i) for 1 ~< i~< 6], exhibits this phenomenon. Consider 
the solution of (0.6), whose first two coordinates are 

x Z ( t )  = sin t + e-~ '  sin/3t 

xl(t) = 22(0 = cos t + e-~ '( / /cos/3t  - e sin/3t) 

with xi(t), 3 ~< i ~< 6, defined uniquely by (0.6), and with 

corresponding to the eigenvalues - e  + i/3 of the differential equation. 
Clearly, the projection of the omega-limit set of this orbit onto the (x 2, x~) - 
plane is the circle 

H2e)(Xo) = {(x 2, x 1) e.R21 (x2) 2 + ( x l )  2 : 1 } 

We claim the projection H2x(t)= (x2(t), xa(t)) of the orbit crosses this 
circle infinitely often as t-~ o0. Indeed, 

(x2(t)) 2 + (xl(t))  2 - 1 = e-~'p(t) + O(e-2~t) 

where p(t) is the 4re-periodic function 

p(t) = 2(sin t sin/3t + 13 cos t cos/3t - e cos t sin/3t) 

As p(t) changes sign infinitely often (since p ( t + 2 r 0 = - p ( t )  ~ 0), the 
claim is proved. It follows immediately from this that H z is not one-to-one 
on 7r+(Xo) for any T. 

As mentioned above, there are really two fundamental types of 
monotone cyclic feedback systems (0.1), characterized by A = 6162... 6". It 
is not difficult to see that a change of variables x ~ # ~ x  ~, where 
#~ e { - 1, + 1 } are appropriately chosen, yields a monotone cyclic feedback 
system (0.1) where 

~ i = + l ,  2<~i<~n 

+1,  if A =  +1 (0.7) f 6 1 

=~:--1,  if A =  --1 
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One could think of (0.7) as a "canonical form" for such systems. It follows 
immediately that if A = +1, then (0.1) is a cooperative and irreducible 
system in the sense of Hirsch [20-22] (see also Ref. 37) and the many 
results for monotone dynamical systems contained in the above mentioned 
work apply to (0.1). In particular, there is a strong tendency for solutions 
to converge to equilibria (see Refs. 20-22). If A =  -1 ,  then (0.1) is not 
cooperative; it is a competitive system (see Ref. 37) if n is odd. Observe also 
that the time-reversed monotone cyclic feedback system (0.1) is again a 
monotone cyclic feedback system. In fact, time reversal has the effect of 
changing A to ( - 1 )  n A. Our focus is primarily on the case that A = - 1  
since the range of possible dynamical behavior is not so restrictive in this 
case .  

Monotone cyclic feedback systems arise in a variety of mathematical 
models of biological systems, for example, in cellular control systems in 
which the variables x i typically represent the concentrations of certain 
molecules in the cell. Results on existence of periodic orbits have been 
given by Hastings etal. [ t9 ]  and on stability in R 3 by one of us [35]. See 
also R. A. Smith [38-40], who treated a different class of systems (but with 
some nontrivial overlap with those considered here). 

Results which closely parallel our results here are given for the scalar 
reaction-diffusion equation 

ut=ue+f(~ ,  u, ur  ueR ,  ~ e S  1 =R/Z  (0.8) 

on the circle, by one of us with Fiedler [11], and for the scalar differential 
delay equation 

2 ( t )=  - f ( x ( t ) , x ( t - 1 ) ) ,  x ~ R  (0.9) 

jointly with Sell [29]. In the case of the delay equation (0.9) a 
monotonicity assumption 8f(x, y)/Sy r 0, for all (x, y), is needed; however, 
for the PDE (0.8) there is no monotonicity required of f Indeed, a 
standard discretization of (0.9) with xi(t)= x ( t -  i/n), for 0 ~< i~< n, yields a 
monotone cyclic feedback system. A discretization of (0.8) based on 
ui(t) = u(t, i/n), for 1 ~< i ~< n, yields a system 

l~li=gi(bli-l, ui, bti+l), l <~i<~n 

with "nearest-neighbor" interactions, with gi monotone in u ~-+j (this 
monotonicity comes from the ur162 term, and not from f ) .  The behavior of 
such systems is not unlike that of the monotone cyclic feedback systems 
considered here. 

The organization of this paper is as follows. In Section 1 a principal 
tool, an integer valued Lyapunov function N (due originally to Smillie 
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[34]) is developed. Section 2 is concerned with the Floquet theory of linear 
monotone cyclic feedback systems; the approach taken there is similar to 
one developed for an integral equation by Chow, Diekmann, and one of us 
[10]. Section 3 is devoted to the proof of our main result. Finally, in 
Section 4, the various applications outlined above are treated in depth. 

1. AN INTEGER-VALUED LYAPUNOV FUNCTION 

In this section we define a fundamental tool, an integer-valued 
Lyapunov function N, and develop some of its basic properties. The func- 
tion N was first given by Smillie [34] and later used by Fusco and Oliva 
[13]. It is more or less the discrete analog of zero-crossing number of 
Matano [30] (discovered originally by Nickel [31]) for scalar reaction- 
diffusion equations. 

We evaluate N along derivatives of solutions of (0.1) or along differen- 
ces of two such solutions x(t)  and ~?(t): 

N(2(t)) ,  N(x( t )  - 2(t)) 

Indeed, this approach was used by Brunovsk~' and Fiedler [9] with the 
Matano function in their study of connecting orbits in reaction-diffusion 
equations. Observe that if x(t)  and Y(t) are two solutions of (0.1) in O, 
then y ( t ) = 2 ( t )  and y ( t ) = x ( t ) - ~ ( t )  satisfy a nonautonomous linear 
monotone cyclic feedback system 

y( t )=wi ' e ( t )  y i ( t ) + w i ' i - l ( t )  y i -a( t ) ,  l <~i<~n (1.1) 

with 

6iw ia ~(t)>0 and wiJcontinuous, j = i ,  i -  1 (1.2) 

Indeed, for y(t)=)?(t) ,  (1.1)is just the variational equation about x(t) with 

wi 'J( t )=Ofi (x ' ( t ) ,x i - l ( t ) ) /Ox j, j = i ,  i - - l ,  

while for y(t)  = x(t)  - 2(t), 

1 

wid(t) = fo ~fi(ui(s' t), u i -  l(s, t))/~x j ds, j = i, i -  1, 

where ui(s, t) = sx'(t) + (1 -- s) 2i(t). 
Define the function N, taking values in {0, 1, 2 ..... n}, by 

N(y )  = card{i} 6iyiy i-1 < O} 
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for those y e R  n with each y i r  1 <~i<~n. It is not  difficult to see that  the 
domain  of definition of N can be extended (by continui ty)  to 

~ 2 =  { y ~ R n l  y i = O  for some i implies 8i+l(~iyi+ly i-1 <0} 

on which N is continuous.  Observe that  for those y s R n with each y i r  0, 
l <~ i <~ n, 

( -  1)N(Y'= sign I~I 6iyiy i 1= [I 6i= A 
i = l  i = 1  

It follows that  N takes only odd values if A = - 1  and only even values 
if A = +1. I f y ~ R n - J t  ~, then N(y) is undefined. 

The following result justifies our  definition of N. Except for (d), it is 
similar to a corresponding result of Smillie [-34; see Propos i t ion] .  

Proposition 1.1. Let y(t) be a nontrivial solution of (1.1) where (1.2) 
holds. Then 

(a) y(t) ~ X except at isolated values of t. 

(b) N(y(t)) is locally constant where y(t)~ Jff. 

(c) I f  y(to)r then N (y(to+ ) )<N(y( to- ) ) .  

(d) I f  y(t) ~ Y ,  then (yi(t), yi-~(t)) ~ (0, 0) and (yi(t), y( t ) )  
(0, 0), l<~i<~n. 

Proof. We need only verify (a) and (c) since (b) and (d) are 
immediate  from the definition of JV', continuity of N(y(t)), and (1.1), (1.2). 
Suppose that  y(to) r JV" for some to. We assume without  loss of generality 
that t o = 0. Fo r  1 ~< i ~< n, define k(i) = k, a nonnegat ive integer, if there exist 
p~r  0 such that  y~(t) = pitk + o(t k) as t ~ 0, where [o(tk)/tk I ~ 0 as t --+ 0. In 
general, k(i) may not be defined for some i. If yi(O)50, then k(i)= 0 and 
p~ = yi(0). Hence k(i) is defined for some i by our  hypothesis that  y(0) ~ 0. 
If k(i) is defined we set U = sign p~ ~ { + 1, - 1 }. Note  that if k(i) is defined, 
then t = 0 is an isolated zero of y~(t). 

Let Z =  { j : y J ( 0 ) = 0 } .  Then  Z is a nonempty  proper  subset of 
{ 1, 2 ..... n}. We can part i t ion Z into a finite union of pairwise disjoint 
"intervals" I~ ..... It, l>~ 1, satisfying that  (a) each Ij consists of consecutive 
indices (mod n, e.g., I i = { n - l , n ,  1,2})  belonging to Z, and (b) if 
I j = { i + l , i + 2  ..... i + p }  (indices m o d n ) ,  then i and i + p + l  do not  
belong to Z. Observe that  it is conceivable that  l = 1, i.e., there is only one 
such interval I as above with i = i + p + 1 (rood n). 

Consider  a typical such interval L Suppose first that  I = { j )  
is a singleton. There  are two cases. If 6J+16/PJ+~W ~= +1,  then 
(d/dt) l t=ofJyJyJ-l=6J~JyJ-l[ ,_o=6JwJ'J-l(y- t)2>O and (d/dt)t~=o 
6j+ ~yj+ lyj = 6j+ ~wj.j- ~yj+ l y j -  1 > O. In particular,  yJ has an isolated zero 
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(k ( j )  = 1) at t = 0 and I contributes a decrease by two in N as t increases 
through zero. If 6J§ j 1= - 1 ,  then I contributes no change in N 
near t = 0. Note that not all intervals Ij can be of this type since we assume 
x(0) r x .  

Now suppose I = { j + l , j + 2 , . . . , j + p } ,  p ~ 2 .  We show that 
k ( j + r ) = r ,  O<~r<~p and PJ+r=fJ+rPJ+r-1 ,  l <~r<<.p. We require the 
following result; the simple proof  is left to the reader. 

Claim. Let  y(  t ) be the solution o f  

9 = A ( t )  y + g ( t ) ,  y (O)=O 

where A( t )  is a continuous n x n matrix function and g(t)  is a continuous 
n-vector function satisfying 

g ( t ) = g m t m + o ( t m ) ,  t--*O 

where g m � 9  R n and m is a nonnegative integer. Then 

y ( t ) =  gm t m + l + o ( t m + l )  
m + l  

Returning to the assertions above, note that 3~ j+ 1(0) = w j+ l'JyJ(O) so that 
k ( j +  1 ) =  1 and P J + ' =  sign(w j+ "J(0)yJ(O))= 6 j+ 1pj. Thus the assertions 
hold for r = 1. Now ~J+2(t)  = wJ+Z'J+Zy j+2 "+" wJ+Z'j+ly j+l, y j + 2 ( 0 )  = 0 ,  

w j+ 2,j+ l(t ) y j+ l(t ) = w j+ z,j+ 1(0 ) pj+ 1(0 ) t + o(t), so by the lemma above 
k ( j + 2 ) = k ( j +  1 ) +  1 = 2  and 

p j+ 2 = sign(wJ+2,j+ 1(0 ) pj+ 1) = 6j+2pj+ 1 

Continuing in this manner  establishes the assertions above. It follows that 
t = 0  is a simple zero of yi(t), i � 9  

F o r q = l , 2  ..... p, 0 < l t [  and Itl small 

s i g n ( 6 J + q y J + q y J + q - 1 ) = s i g n ( 6 J + q p J + q p J + q  l t 2q -  1 ) 

~- ~ j + q p j + q p j + q  1 sign t 2q-1 

= ( o j + q p j + q  1)2 sign t 2q-1 

= sign t 2q- 1 

Furthermore,  

sign(6j+ p+ lyj+ p+ lyj+ p) = 6j+ p+ 1pj+ p+ lp j+ p sign t p 

for It[ small and positive. 
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Hence as t increases through zero (t sufficiently near zero) the interval 
I contributes to a change in N of 

- p  p even 

AN= - ( p +  1) poddand(~J+P+lPJ+P+lPJ+P>O 
- ( p -  1) poddand6J+P+lPJ+P+lPJ+P<O 

Observe that in each case, the change is a negative even integer. 
In summary, we have decomposed Z into a disjoint union of l>/1 

intervals. Except in the case of one special type of singleton interval, we 
found that for each of these intervals, yJ has a simple zero at t = 0 for each 
j in the interval and that each such interval contributed a decrease in N 
by an even positive integer as t increases through zero in a small 
neighborhood of zero. Further, we showed that this special type of 
singleton interval contributed no change in N but that not every interval 
could be of this type. From these considerations, (a) and (c) of Proposi- 
tion 1.1 follow. | 

The following consequences of Proposition 1.1 are crucial to our 
analysis of (0.1). Let x(t) and 2(t) be two distinct solutions of (0.1) in O 
which exist for t>~0. Then Proposition 1.1 implies that N(x( t ) -s  is 
constant except at a finite number of points ti, t2,..., tp, (p<~ In/2])  at 
which N(x( t ) -s  is not defined. As t increases through tj, 1 <~j<~p, 
N(x(t)-s decreases by a positive multiple of two. For  each i, 1 ~< i<~n, 
and for t belonging to one of the intervals (tj, tj+ ~)(tp, + Go), property (d) 
implies the projections of x(t) and ~(t) into the (xi, x i-~) plane do not 
meet: (xi(t), x i- l(t)) 5 L (s ~ i -  I(t))" (This does not prove the two curves 
so described are disjoint in the plane but does raise the possibility, at least 
for large t.) The same is true for the projections into the (x i, 2i)-plane; 
equivalently, the zeros of x~(t)- s are simple in these intervals. The 
above observations suggest the possibility of using phase plane analysis to 
determine qualitative properties of solutions of (0.1). This expectation is 
realized in Section 3. 

2. L I N E A R  S Y S T E M S  

We consider the n-dimensional linear system 

5c= W(t) x, W(t + v)= W(t), (2.1) 

of period ~ > 0  (not necessarily the least period) and assume this is a 
monotone cyclic feedback system: 
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w~ - 0 unless j = i or i -  1, 

6iw~'~-a(t)>O for all t, and w~J continuous, j = i, i -  1 

Let X(t) denote the fundamental matrix solution of (2.1) with X ( 0 ) =  I and 
define, for a given c~ E C "  {0}, the complex eigenspaces 

E~ = ker(X(~) - ~I) ~ C" 

G~ = gen ker(X(~) - eI)  c C" 

[Here  gen ker A = ker Am, for large m, is the generalized kernel of a 
matrix. The system (2.1) is assumed real, even though here we take c o m -  

plex eigenspaces. ] Given cr > 0 define 

go = Re 

~ = R e  

the real parts of the spans. 

�9 E~ 
I~l =~ 

O G~ 
I:~1 =,r 

Lemma 2.1. Given ~ > 0 there exists an integer k, such that for each 
initial condition Xo ~ o~ - {0), the solution x(t) of  (2.1) satisfies N(x(t)) = k 
for all t. Furthermore, all zeros o f  xi(t), for each i, are simple. 

Proof. Letting # E R satisfy eU~= a, we see from Floquet theory that 
x(t) = e"tq(t) where q(t) is quasi-periodic. Fix to ~ R so that q(to)~ J ' ;  then 
there exists tl < to < t2, with Its] and ]t21 arbitrarily large, so that q(t~) and 
q(t2) are in the same component  of JV as q(to). As N is constant on each 
component  of X ,  we have for j = 1, 2 

N(x( tj) ) = N( q( tj) ) = N( q( to) ) 

hence N(x(t l ) )=N(x( t2)) .  The monotonicity of N(x(t)) in t thus implies 
that this quantity is a constant k(xo) independent of t. 

The fact that k(xo) is a well-defined integer for Xo~d~ - {0}, and is 
locally constant, implies that k(Xo)=-k is independent of such x 0. Finally, 
the simplicity of the zeros of xi(t) follows from Proposit ion 1.1. | 

Lemma 2.2. The statement of  Lemma 2.1 holds, with ~ replacing 8~. 

Proof. If y o e f r  then y(t)=tae~tq(t)+O(t"- le~)  as t ~  + ~ ,  
where x( t )= e"'q(t) is as above [ that  is, x ( 0 ) =  xo ~ g ~ -  {0} ]. With tl and 
t2 as above, one has for j =  1, 2 that tfae-~'Jy(tj) is arbitrarily close to q(tj) 
and, hence, to q(to). Thus 

N( y( tj) ) = N( t f ae-"~Jy( tj) ) = N( q( to) ) = k 
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Thus, the local constancy of N, and monotonicity of N, yields the first 
result. The simplicity of zeros again follows from Proposit ion 1.1. | 

Lemma 2.3. I f  a < 6 are norms a = ] ~ ]  and ~ =  I~1 of characteristic 
multipliers ~ and ~, then one has k >~ k for the values of  N on the spaces ~o 
and ~a. 

Proof. Let X o e ~ - { 0 } ,  ~ o ~ % - { 0 } ,  let x(t)  and if(t) denote the 
solutions through these points, and set y( t )=x( t )+Yc( t ) .  One has 
x(t)=eUtt~q(t) and Yc(t)=e~tt~O(t) for # < f i  and quasiperiodic q(t) and 
~(t). Observing that e - " ' t - ~ y ( t ) - q ( t ) ~  0 as t ~  - ~ ,  one has, as in the 
lemma above, that 

N(y( t ) )  = N ( e - ~ t - ~ y ( t ) )  = N(q(t)) = N(x(t))  = k 

for t arbitrarily near - ~ .  Similarly, one has N ( y ( t ) ) = ~  for t near ~ .  
Thus, k ~> ~ by the monotonicity of N. I 

Lemma 2.4. I f  S =  {a} is a set of  positive numbers, which are all 
norms a = Jam of characteristic multipliers, and i f  the value N = k  on ~ is 
independent of  a e S, then N(x( t ) ) -  k for any nontrivial solution with initial 
condition Xo ~ span~ ~ s ~q~. 

Proof. Write x ( t ) = Z o ~ s X , ( t )  as a finite sum of solutions with 
initial conditions in each ~ .  Then argue as in the proof  of Lemma 2.3 to 
show that N (x ( t ) )=  k both as t--* - o e  and as t ~ ~ .  Thus, N(x(t))  is the 
constant k. ] 

Lemma 2.5. I f  S is as in Lemma 2.4, then 

dim span ~ ~< 2 
(yES 

In particular, for any a > 0 one has 

dim f f~<2 

Proof. Suppose the space spano~ s ~ in question has dimension three 
or more. Then there exists a nontrivial solution x(t)  with initial condition 
x o in that space, such that the first coordinate xl( t)  has a multiple zero at 
t=O:  

x I ( o )  = -~1(0) = O 

Such a solution is easily found by taking a nontrivial linear combination 
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of three l inearly independent  solutions. N o w  N ( x ( t ) )  - k is constant  in t, by 
L e m m a  2.4; but  this contradicts  Propos i t ion  1.1. | 

Index the characterist ic multipliers {~k}~=l,  and  the quantit ies 
a k  = I~kl ,  s o  that  

and assume for definiteness that  A = --1. In  case n = 2b is even, it is clear 
f rom the fact that  N can only take on the n/2 values 1, 3, 5 ..... 2b - 1, and 
f rom L e m m a s  2.2-2.5, that  

0"1 ~ 0"2 > 0"3 ~ 0"4 :> " ' '  >ffn_l~an (2.2) 

( that  is, the inequali ty a2h > a2h+l is strict) and that  

N =  2h - 1 on f#~2h-1 + f#~2h for h = 1, 2,..., b. (2.3) 

If, on the other  hand,  n is odd, then the si tuat ion is not  as clear. We show 
below, however ,  that  

0 " 1 ~ 0 - 2 > 0 " 3 ~ 0 " 4 >  " ' '  >ffn_2~(Tn_l>ffn (2.4) 

and that  in addi t ion to (2.3), with n = 2b + 1, we have 

N = 2h - 1 on f#~2h x for h = b + 1, (2.5) 

that  is, N =  n on fr Also, p roducts  of  certain pairs of multipliers are 
shown to be positive. 

Theorem 2.6. Assume f irst  that A = - 1 .  I f  the dimension n = 2b is 
even, then the norms a =  I~l of the characteristic multipliers satisfy (2.2), 
and N takes the values (2.3) on the spaces f#~2h 1 + f#~zh, each o f  which is two- 
dimensional. Furthermore, 

~2h- 1 ~zh > 0 for  h = 1, 2,..., b (2.6) 

I f  n = 2b + 1 is odd, then one has (2.3), (2.4), and also (2.5), the spaces 
f#~2h-~ + f#~2~ and f~2b+~ being two- and one-dimensional, respectively. One also 
has (2.6) and, in addition, 

~2h 1 > 0 for  h = b + 1, (2.7) 

that is, c~, > O. 

Now assume that A = + 1. I f  n = 2b - 1 is odd, then 

0"1 > 0 " 2 ~ 0 " 3 > 0 " 4 ~ 0 " 5 >  . . .  >ffn_l~an 
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and 

N = 0 on ~r (2.8) 

N=2honff~2h+(q~2h+ ~ f o r h = l ,  2 , . . . , b - 1  (2.9) 

where ~ is one-dimensional and ~o2h + ff~2h+~ is two-dimensional. 
Furthermore, 

~ 1 > 0 ,  (2.10) 

72h~2h+l > 0  f o r h = l ,  2 ..... b - 1  (2A1) 

both hold. When n = 2b is even, then 

0"1 > 0 " 2 ~ 0 " 3  > 0 " 4 ~ 0 " 5 >  . . .  >~n_2>>.O'n l > O ' n  

and (2.8)-(2.11) all hold. In addition 

N = 2h on ~2h 

both with h = b (that/s,  2h = n), 

and such that  

" ' � 9  > f f 2 b  2~(72b--l>ff2b~2b+l 

2h - 1 on f#o2h-~ + f#~2h 

N = 2c + 1 on ~r 

12h + 1 on ~r + ~r , 

for h = l ,  2,...,c 

~ r h = c + l , c + 2  ..... b 

We wish to show that  c = b, that  is, 2c + 1 = n as in (2.4). F r o m  this (2.4) 
and (2.5) immediately follow, again by the lemmas above. 

To prove that  c = b, we consider a h o m o t o p y  

W p ( t ) = p W ( t ) + ( 1 - p )  W o 

and 

~2h > 0, 

and ~2h is one-dimensional�9 

Proof. For  simplicity, we consider only the case 3 = - 1 ,  as the p roof  
for A = +1 is analogous.  As noted above, Lemmas  2�9149 force (2.2) and 
(2�9 if n is even. Similarly, one sees that  if n = 2b + 1 is odd, then there is 
a distinguished odd integer 2e + 1 ~ { 1, 3, 5 ..... n } such that  

0"1 ~> 0"2 > 0"3 ~> 0"4 > . . .  

�9 '" > 0 " 2 c - - 1  ~>0"2c ~ 0 " 2 c + 1  > 0 " 2 c + 2 ~ > 0 " 2 c + 3  ~ "'" 
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of the coefficient matrix such that (2.1) is a monotone cyclic feedback 
system throughout 0 ~< p ~< 1. (At p = 0 we consider the autonomous equa- 
tion 2 =  W o x  as being z-periodic.) To be specific we choose W~ i 1=6~ for 
all i, and W~ = 0 for j 4= i -  1 as the entries of W0. This corresponds to the 
nth-order scalar equation d"x l /d t  ~= - x  ~ and one easily sees that c = b for 
this system. Now the quantities ak = ek(P) vary continuously in p, and so 
the values of N on each fqo~ are independent of p. Thus c(p) =- b is constant 
throughout the homotopy, establishing (2.4) and (2.5). 

To prove (2.6) and (2.7) we observe that fC~2h-~ + fr (and fq~b+l for n 
odd) are spectral subspaces of X(r)  and the determinants of X(r) on these 
subspaces are given by the quantities in (2.6) and (2.7). Throughout  the 
homotopy above, these subspaces and determinants vary continuously in p, 
and one verifies positivity of the determinants at p = 0. As X(r) is non- 
singular, positivity is maintained throughout the homotopy. | 

Remark 2.1, If 3 = +1, then each nonconstant periodic solution of a 
monotone cyclic feedback system (0.1) is unstable, i.e., a1>1 .  See 
Lemma 1.2 in Ref. 35. 

3. M O N O T O N E  S Y S T E M S  

Let us now consider a nonlinear monotone cyclic feedback system 

~ i = f i ( x i  ' x i 1), i =  1, 2 ..... n (mod n), (3.1) 

that is, f i s  C a and satisfies (0.2) everywhere. 

Proposition 3.1. Let  p( t )  be a periodic solution o f  (3 . t )  o f  least period 

r > O. Then fo r  each i the maps 

t ~ (pi(t), ~i(t))  and t -~ (pi(t), p i -  l( t))  (3.2) 

are embeddings o f  the circle $ 1 =  R / z Z  into R2; that is, they are one-to-one 
on [0, r) and have nonzero derivative throughout [0, r). In particular, i f  
7 = {p(t): t E R } is the periodic orbit o f  (3.1), then 7 ~ = Hi7 is a Jordan curve 
in R 2 f o r  each i. 

Moreover,  there is an integer ko such that for  each 0 ~ (0, r) 

N ( p ( t  + O) - p ( t ) )  = N(l~(t)) = ko (3.3) 

holds f o r  all t. 
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Proof. Fix 0 E (0, r), let z ( t )=  p(t  + O ) -  p(t), and observe that z(t) is 
a nontrivial solution of the linear monotone cyclic feedback system (1.1), 
with coefficients 

f i  ~fi(ui(s, t), U i 1(S, t)) ds (3.4) 
wO(t) = aX 7 

where 

u'(s, t) = spi(t + O) + (1 - s) p'(t) 

As z(t) is periodic, Proposition 1.1 implies that N(z ( t ) )=  k is constant in t 
(with k possibly depending on 0, however). Proposition 1.1 also implies 
that all zeros of each z~(t) are simple: for all ~ s R 

(zi(t), ~(t)) r (0, 0) equivalently, (zi(t), S -  l(t)) =~ (0, 0). (3.5) 

The conditions (3.5) and the fact that 0 e (0, r) is arbitrary are easily seen 
to imply that the maps (3.2) are one-to-one on [0, ~). 

To prove the nonvanishing 

(p(t), p(t)) # (0, 0) and (pi(t),/5'- l(t)) r (0, 0) 

of the derivatives, one simply observes that q( t )= b(t) satisfies the linear 
variational equation ~ = Df(x( t ) )q .  As this equation is a monotone cyclic 
feedback system, N(q(t))  - ko is constant and one argues as above. In order 
to verify (3.3), observe that for 0 > 0 sufficiently small 0 -  ~[p(t + O) - p(t)]  
is uniformly near p(t) and so belongs to sV and N ( p ( t + O ) - p ( t ) ) =  
N ( O - l [ p ( t + O ) - p ( t ) ] ) = N ( l ~ ( t ) ) = k o  . That (3.3) holds for all values of 
0 E (0, z) follows from the local constancy of N on A n. | 

Proposition 3.2. Let 7i be an equilibrium or periodic orbit o f  (3.1), for 
j =  1, 2. I f  71 and 72 are distinct orbits, then their projections 7il =H~71, 

i - -  7 2 -  Hi72 do not intersect in R 2, for each i. I f  71 and 72 are distinct non- 
constant periodic orbits such that for some i, 7'i belongs to the interior 
component of  R 2 -  7~, then 7'1 belongs to the interior component of  R 2 -  7~2 
for every i. 

Proof. Let pj(t)  be the solution of (3.1) which parametrizes 7j, 
j = l ,  2. Then for every 0 s R ,  z ( t ) = p l ( t + O ) - p 2 ( t )  is a nontrivial 
quasiperiodic solution of a linear monotone cyclic feedback system (1.1). 
Arguing exactly as in Lemma 2.1, we obtain an integer k(O) such that 

N(p~(t + O) - p2(t)) = k(O) 

865/2/4-2 
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for all t ~ R. One can show that k(O) is independent of 0, although this fact 
is not essential for our conclusions. As in Proposition 3.1, we obtain (3.5) 
and this implies that 7] and 7~ do not meet in R 2, for each i. 

Now suppose that 71 and 72 are distinct nonconstant periodic orbits 
and pj(t), j--= 1, 2, parametrize 71 and 72, respectively. From above, the 
projections 7il and 7~ do not meet, and moreover, the images of the maps 
tw. (p~(t),/~}(t)), j =  1, 2, for fixed i, do not meet. The latter implies that 
for each i either Range pi 1 and Range p~ do not intersect or one is con- 
tained in the interior of the other. Now suppose that 7;1 belongs to the inte- 
rior of 7~ for some i. Then Range pi 1- ~ is contained in the interior of Range 
p~- 1. Let c = max pil-~ = pi 1- t(0). Then 71-1(0) = f i - 1 (  c, p~- ~(0)) = 0 and 
since c belongs to the interior of the range of p~-1, there are two distinct 
values of t at which p~ 1 attains the value c in the half-open interval 
from zero to the period of P2, say p~- l ( t+)=p~-l ( t_)=c,  and 
, i - - I  , i - - 1  i - - 2  t f i -  P2 ( t+ )P2  ( t - ) = f i - l ( c ,  P2 ( + ) )  l(c,p~-2(t_))<O. It follows 

from the monotonicity o f f  ~- 1(c,.) that p~1-2(0) lies between p~-2(t+) and 
i-2~ l P2 t -)- This in turn implies that (p~z-l(t+), p~-Z(t+)) and (p~-l(t_), 

p~-2(t )) lie in the exterior component of R 2 - 7 ]  -~ and hence 7] -1 
belongs to the interior component of 7~ -1. Iterating this argument 
completes the proof. | 

If 71 and 72 are distinct nonconstant periodic orbits of (3.1) such that 
7fl is contained in the interior component of R 2 -  7~ for every i, then we 
write 71 < 72. We write 71 ~< 72 if either 71 = 72 or 71 < 72- The relation ~< 
is a partial order on the set of nonconstant periodic orbits. 

Remark 3.1. It is interesting to observe that if 7 ~ is the image of the 
second map in (3.2), then there exists an equilibrium point x .  of (3.1) such 

�9 e-~) belongs to the interior component of R2--7 i for each i, that ( x , ,  x .  
l<~i<~n. Note that if d=min{pi(t):  t e R }  and b i is the corresponding 
maximum, l<~i<<.n, then the fact that (p~(t),[~(t)) describes a Jordan 
curve implies that each value J?~e (a~, b~) is assumed exactly twice by pi(t) 
in a half-open interval [0, ~), where r = period p. This implies that for each 
2 i in (d, bi), there are exactly two points of intersection of 7; with the line 
x~=~  ~. For  x~=a ~ or b ~ there is precisely one point of intersection. The 
monotonicity of fi ,  the intermediate value theorem, and the implicit 
function theorem together imply the existence of a smooth map 
gi: [a i, b ~] ~ [ d -  1, b ~- ~ ], the graph of which lies in the interior compo- 
nent of R 2 -  7 ~, except for the points (d, g~(d)) and (b ~, gt(b~)) which lie on 
7/, and such that f~(x ~,gi(xi))=-O on [a i,b~]. The mapg=-- 

1 and x . ,  g2og3 . . . . .  g , ~  [ al, b l ]  --* [a~, b l ]  has a �9 point x .  
~-~ g i(x,), 1 ~< i ~ n, i r 2, defines an equilibrium point with defined by x .  = 

the above-mentioned properties. 
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Theorem 3.3. Let 7 be a nonconstant periodic orbit of  (3.1) of minimal 
period z. Then for any neighborhood N of z in R and any neighborhood U of 
7 in O, there exists a neighborhood W of y, W c  U, such that i f  ~ is a 
periodic orbit of (3.1) with ~ c~ W ~  (~, then ~ c U and Period (9)e N. 

Proof. We make use of the observations made in Remark 3.1. Let 
7 =  {p(t): tER}  where p(t) is a z-periodic solution of (3.1). Fix i and 
assume without loss of generality that p~(O)= c ~  (d, b i) and/~i(0) > 0 (a ~ 
and b i are defined in Remark 3.1). Then the intersection of a small open 
ball about p(0) with the hyperplane x~= c i provides an n - 1 celt, I,, trans- 
verse to the flow (f~ > 0 on I~). In a neighborhood V of p(0) in I~ there is 
defined a smooth first-return-time map T: V ~  (0, oo) satisfying T(p(O)) = z 
and, for x( O ) e V, x( t ) r I i for 0 < t < T( x( O ) ) and x( T( x( O ) ) ) e Ii. Since T is 
continuous on V, V '= T-~(N) is a neighborhood of p(0). Choose an open 
path ring W enclosing 7 (see Ref. 17, p. 45) such that W =  U and 
Wc~I i~  V'. 

Now suppose that ~7 is a nonconstant periodic orbit such that ~7 c~ W 
is nonempty. By properties of a path ring, we may suppose that there is a 
point of ~7c~ W belonging to V'. Let q(0) denote such a point and q(t) be 
the periodic solution of (3.1) with minimal period f. Since q(O)e V', q(t) 
first meets Ii for t > 0  at t= T(q(O)). But by the arguments of Remark 3.1, 
q(t) meets I~ at most once per period, i.e., qi(t)=c~ and 0 i ( t ) > 0  for 
at most one t~[-0, f). It follows that f = T ( q ( 0 ) )  and so "~eN since 
q(0) e V'. Moreover, since q(t) E W for 0 ~ t < T(q(O)) = ~, we find that 
~ , ~ W ~ U .  | 

Corollary 3.4. Let 7 be a nontrivial periodic orbit of  (3.1) and let B be 
an arbitrary compact subset of O. Let Ili: R ' ~  R 2 be the projection, 
i i ix  = (x i, x i-  1 ). Then either 

(a) there exists a neighborhood V of Ili7 in R 2 such that 
H ~  c~ ( V -  IPy) -- q~ for every periodic orbit ~ ~ B, or 

(b) there exists a sequence {Tin } of nontrivial periodic orbits, 7m :/: 7, 
7m c B, m>~ 1, and points Z,,EfliTm, W mell~7 such that 
zm -Wm --~ 0 as m ~ ~ .  In this case, Period ~,, --* Period 7 and 
7m ~ 7 as m --* ~ ,  the latter in the Hausdorff metric. 

Proof. Suppose that (a) does not hold. Then there exists a sequence 
(Tm} of nontrivial periodic orbits 7 r C B, satisfying the following. Let 
7 =  {p(t): t e R }  and 7m = {pm(t): t e R }  where p, p,, are periodic solutions 
of (3.1). Without loss of generality, we may assume that Ilipm(O)~ IPp(O) 
and pm(O)'-~Z a s  m----~oO. Let z(t) be the solution of (3.1) satisfying 
z(0) = z. Since /Tiz(0) =//~v(0), it follows that p(0) - z(0) q~ X and, by 
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Proposition 1,1, either p( t )  -= z(t)  or N(p(  - t) - z( - t)) < N(p( t )  - z( t))  for 
all sufficiently small positive t. If the latter is the case, then since X is open 
and N is continuous, we have 

N(p(  - t) - Pro( -- t)) < N(p( t )  -- pro(t)) 

for all large m and some fixed small positive t. But Proposition 1.1 and the 
fact that p ( t ) - p r o ( t )  is almost periodic in t imply that p ( t ) - p r ~ ( t ) e  X 
for all t and that N ( p ( t ) -  pm(t)) is identically constant (depending on m) 
for each m~> 1. This contradiction implies that p ( t ) - z ( t )  and 
that pm(0)~p(0 )  as m ~  oo. The conclusion (b) now follows from 
Theorem 3.3. | 

Now consider a solution x(t) ,  through x (0 )=  x0, whose forward orbit 

is bounded, with closure ?+(Xo)c  O. We keep this solution fixed for the 
remainder of this section. 

Lemma 3.5. I f  the orbit through Yo ~ og(Xo) is neither an equilibrium 
nor a periodic solution, then for  each i the maps 

t ~ (yi(t) ,  9i(t)) and t ~ (yi(t) ,  y i -  l(t))  

are immersions o f  R into R 2, that is, are one-to-one with nonzero derivative 
for  all t s R. 

Proof. Let t,, --* oe be such that x(t,~) --* Yo. Fix 0 e R, 0 ~ 0, and set 
Zm(t) = x ( t  + t,, + 0 ) - -  x ( t  + tin) and z(t)  = y ( t  + 0 ) -  y(t). Then Zm(t) 
satisfies the monotone cyclic feedback system (1.1) but with coefficients 

where 

ij __ i i--  Wm(t ) - -  ~X j (Um(S , t), U,. I(S, t)) ds 

Uim(S,  t )  = s x i (  t -}- t m -}- O)  q- (1 - -  S )  x'( t + t m ) ,  

and z(t)  satisfies the limiting system (1.1), the coefficients (3.4) with y( t )  
replacing p(t).  The quantity 

k = lim N(zm(t))  = lim N(x(s  + 0 ) -  x(s))  
m ~ oo s--* co 

is therefore independent of t; thus, as z m ( t ) ~ z ( t )  one has N ( z ( t ) ) = k  
whenever z( t )s~Ar and hence for all t e R  by Proposition 1.1. With the 
constancy of N(z( t ) )  established, the remainder of the proof is as that of 
Proposition 3.1. | 
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Lemma 3.6. I f  yo ~ og(Xo), then cO(yo) contains at least one equilibrium 
or periodic orbit. The same is true of  c~(yo). Thus cO(Xo) contains at least one 
equilibrium or periodic orbit. 

Proof. Fix Y0~CO(Xo) and let y(t) denote the solution through this 
point. We prove the result for co(y0), the proof for c~(y0) being similar. 
Assume therefore that the result is false, that is, cO(yo) contains neither an 
equilibrium nor a periodic orbit. If for some i the limit yi(t) ~ y ~  exists as 
t ---, o% then equicontinuity of pi(t) (from the ODE) implies that pi(t) ~ 0. 
Monotonicity o f f  i in yi -1  thus forces the limit y i - l ( t  ) ~ y~-i  to exist, for 
some y%-1, and one sees therefore that l im,~ 0o y( t )= Yoo exists. But then 
y~  ~ cO(yo) c cO(Xo) is an equilibrium in co(x0), a contradiction. 

Therefore, we have for each i that yi(t) does not approach a limit: 

lim inf y~(t)< lira sup ye(t) 
t ~  t - - - r o o  

By Lemma (3.5) for any i all zeros of pc(t) are simple, and we know there 
are infinitely many of them. Fix i, and denote the zeros of p~(t) by {tin} , 

ordered tm<tm+ I. Without loss pi(t)>~0 in [t2m--1, t2m] and y(t)~<0 
in [t2m, t2m+l], with strict inequalities in the interiors of these intervals. 
Set tlm=yi(tm); then ~]2m• holds. With Im=[q2m 1, r/2,~] and 
Jm=[tl2m+l, q2m], we have continuous functions (5m:Im--'[O, 00) and 
qtm: arm ~ (--o% 0] defined by setting 

y ( t )  = (bm(yi(t)), t ~ [t2m_1, t2m] 
(3.6) 

Y ( t ) = ~ m ( j ( t ) ) ,  tE [-t2m , t2m+l ] 

The functions ~b m and ffm vanish only at the end points of their domains 
Ira, Jm, and are C 1 in the interiors of these intervals. Differentiating (3.6) 
with respect to t and using the boundedness of y ( t )  as t ~ oo (from the 
ODE) yields estimates 

K K 
I~bm(rt)l ~< I~(~)~-----~' t~m(r/)l ~ I@m(~)~----'l (3.7) 

for all t/ in the interiors of Im and Jm, with K >  0 independent of m. 
We now exploit the fact that the image ( j ( t ) ,  fis(t)) in the ( f ,  y ) -  

plane is a one-to-one parameterization in t. This fact alone implies that the 
intervals Im and arm, and the functions ~bm and ~/r a r e  monotone in m. 
Indeed, either the relations 

Im=--Jm=--Im+l 

Cm(r/) > q~m + l(r/) in ImC~Im+l (3.8) 

Ore(r/) < qm+ l(r/) in JmOJm+l 
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hold for all m, or else these relations with the inclusions and inequalities 
reversed hold for all m. The proof of this fact utilizes the Jordan curve 
theorem in a fashion similar to that in the proof of the Poincar6-Bendixson 
theorem. We omit the details but offer Fig. 1, which gives the main idea. 
To be specific, we assume that the inequalities (3.8) hold. We now take 
limits. Let I =  (]m~=l I m = 0 2 = 1 J m  and let r  0o Cm(/~), I~(/'])= 
limm-~ co ~9m(~/) for ~/eL The estimates (3.7) imply that 

~b: I ~  [0, oo), @ : I ~  (--oo, O] 

are both continuous on I and, also, that for any point z e cO(yo), one has 
z ~ e / ,  and that either 

fi(zi, Z i - 1  ) =~(Z i) o r  fi(zi, Z i - 1  ) = @(Z i) 

Thus, at most two values of Z i-1 a r e  possible for such z i, by the 
monotonicity of fi .  Now take ZoeCO(yo) and let z(t) be the solution 
through this point. The above conclusion and the fact that t ~  (zi(t), 
z~-i(t)) is one-to-one (by Lemma 3.5) imply that zi(t) can assume any 
given value zeeR at most twice. Therefore, zi(t) approaches a limit as 
t ~ oo. As i is arbitrary one sees that l i m ~  ~ z(t) exists and hence is an 

~)ra 

,m 

Fig. 1. A nonconstant nonperiodic orbit y(t) in ~o(x0), as in the proof of Lemma 3.3. 
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equilibrium point in ~O(Zo). But this contradicts the assumption that cO(Xo) 
contains no equilibria. | 

Corollary 3.7. Le t  B o O  be compact and {Tm}cB be a sequence o f  
nontrivial periodic orbits such that either 

(a )  7m<~)m+l ,  m>~l,  or 

(b )  7 m + l < 7 m ,  m > ~ l .  

Let  s { x ~ B: x = limm ~ ~ Xm where Xm ~ ~m }. Then either s is an equi- 
librium, a nonconstant periodic orbit or a set E u H where each y ~ E is an 
equilibrium point and H is a set o f  orbits homocIinic to/heteroclinic between 
points o f  E. Furthermore, for  each i the planar projection Hi: s ~ R 2 is one- 
to-one on s 

Proof. The set s is nonempty. Let y ~ s and y( t )  be the solution of 
(3.1) satisfying y ( 0 ) = y .  Let pro(t) be the solution of (3.1) satisfying 
Xm = Pro(O) ~Tm where xm ~ y. It follows that p m ( t ) ~  y ( t )  uniformly on 
compact intervals. In particular, (2 is an invariant set for (3.1). If s consists 
of a single point, then s reduces to an equilibrium. By Theorem 3.2 either 
s consists of a periodic orbit 7 and 7m ~ 7, Period 7m-+ Period 7 or 
lira inf,~, ~ ~ dist(Tm, 7) > 0 for any periodic orbit 7. 

Assume that s is neither an equilibrium nor a periodic orbit. If y is 
not an equilibrium point, then for any t, s with t # s and 

y( t )  - y(s)  ~ dV', N ( y ( t )  -- y (s) )  = N(pm( t )  -- pm(S)) =km 

for large m. It follows that km= k, independent of m, for large m, and that 
N ( y ( t ) - y ( s ) )  = k  for all t and s with t # s .  Therefore, t -~  ( y ( t ) ,  y ( t ) )  is an 
immersion. Moreover, neither ~(y) nor ~o(y) is a periodic orbit, as the 7m 
remain bounded away from other periodic orbits. Arguing as in Lemma 3.6 
we establish that both c~(y) and ~o(y) are equilibria which belong to s 
since the latter is closed. For, in the proof of Lemma 3.6, if e~(y)(~(y)) is 
not an equilibrium, then ( y ( t ) ,  y ( t ) )  must spiral in the plane as in Fig. 1 
which would contradict that 7(Y) consists of points of s Thus we have 
proved all but the last assertion of Corollary 3.7. If s is either an equi- 
librium or a periodic orbit, then this last assertion is immediate. 

Suppose, then, that s is the third alternative. If Yl and Y2 are distinct 
points of s then there exist sequences Xm, 1 ~ ya, Xrn, 2----> Y2 with Xm~i~Tm. 
For all large m, Xm,~ and Xm, 2 are distinct points of 7,~ so N ( x m . 2 -  Xm.~)= k 
for large m. Let yl( t )  and y2(t) be the solutions satisfying y~(0)=y~, 
i =  1, 2. Then N ( y l ( t ) - y 2 ( t ) ) = k  for all t for which y ~ ( t ) - y 2 ( t ) ~ J f f .  It 
follows that N ( y l ( t  ) -- y2(t)) = k for all t E R and so N ( y  I -- Y2) = k. Hence 
IPy~ ~ li ly2 for each i. This proves the last assertion. | 
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Proposition 3.8. Let p(t)  be a nonconstant periodic solution, with orbit 
7 = 7(Po), and suppose the dimension of  its center manifold is 

dim WC~<2 

Then any sufficiently small neighborhood U of  7 has the following properties. 
I f  one has sequences of  solutions Xm( t ) and numbers tm> 0 satisfying 

x m ( O ) e O U ,  X m ( t m ) E ~ U  

X m ( t ) r  forO<~t<~tm 

Xm(O)~x  , xm( tm)~X+ 

min dist(xm(t), 7) ~ 0 
O <~ t <~ t m 

Then 

X _  E W cs, 

both hold. Further, at least of  

X E W  s 

holds. 

(3.9) 

or x+ ~ W" (3.11) 

The same result holds if  instead p(t) =- Po is an equilibrium point, with 
a center manifold satisfying the following: 

dim W c ~< 2 (3.12) 

with 

nonzero eigenvalues 2 = +iv r 0 of  Df(po) 

in ease dim W c = 2 
(3.13) 

Proof.  For  any ne ighborhood  U of 7 the assumption (3.9) implies 
tm ~ oo. F r o m  this it follows that  the forward orbit  th rough  x_  stays 
entirely in U, and likewise with the backward  orbit th rough  x + :  

~+(x ), ~- (x+)cO 

Thus if U is sufficiently small one has x _  ~ W c~ and x+ E W c~, and indeed, 
this conclusion holds irrespective of dim W c. This in fact proves the 
theorem if 7 is hyperbolic,  as W e ' =  W s and We"=  W ". Let us therefore 
assume that  7 is not  hyperbolic. Let us also assume, for now, that  7 is a 

x+ ~ W cu (3.10) 



The Poinear~-Bendixson Theorem for Monotone Cyclic Feedback Systems 389 

nonconstant periodic solution and that W C is orientable; the nonorientable 
case (a M6bius orbit) is handled similarly. We briefly discuss the case of 
an equilibrium point at the end of the proof. We therefore have now 

dim W ~ = 2 (3.14) 

where one of the two dimensions is given by the tangent to the orbit 7, and 
the other by a nontrivial characteristic multiplier e = 1. 

To prove the more difficult part of the Theorem (3.11), we first write 
the ODE in a special coordinate system in a neighborhood of 7- To 
begin, consider coordinates (3, 0 ) e R  ~ - l x  S 1, where S 1 = R / z Z ,  where 0 
represents the angle about 7, and ~ is a coordinate in a transverse hyper- 
plane through 7 at p(O). Following Hate [17], we take a map 

(4, O) ~ x = p(O) + L(O) 4 

where the linear map L(0):R ~ I ~ R "  has range transverse to /5(0). 
This map takes a neighborhood of {0} x S ~ diffeomorphically onto a 
neighborhood of 7, and so establishes such coordinates. The ODE (3.1) 
takes the form 

=a(~,  0) with a(0, 0) ~ 0  

O=b(4, 0) with b(0, 0 )~  1 
(3.15) 

with 4 = 0 corresponding to 7- 
We may further assume, by a 0-dependent diffeomorphism of ~ which 

fixes the origin, that the center-stable manifold W cs of 7, the center- 
unstable manifold W cu, and hence the center manifold WC= W ' ~  W cu are 
precisely linear coordinate subspaces of R"-1 of appropriate dimension. 
That is, we have r = (41, 42, 43) where in a neighborhood of 4 = 0 these 
manifolds are given by 

WCS: span{41, 4 2 } 

WCU: span{42, 4 3 } 

WC: span { 42 } 

The system (3.15) takes the form 

~i= ai(41, r 43, 0), 

b = b ( ~  1, 4 2 , 3 3 , 0) 

(that is, 33 = 0) 

(that is, 41 =0 )  

(that is, 41 = 0 and ~-~ = 0) 

i = 1 , 2 , 3  
(3.16) 
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where the invariance of these manifolds forces 

al(O, 42 , 43 , 0 ) = 0  
(3.17) 

a3(41, 42 ,0, 0 ) ~ 0  

We recall the invariant foliation of W% transverse to Wq This is given 
by the family of maps 

42=r 42, 0,) with ~,b(0, 42,, 0 , )  = 42, 

0 = 0 ( 4 1 , 4 2 , , 0 , )  with 0(0, 42,, 0 , )  = 0 ,  

For each fixed (42,, 0,),  the graph of (~b, 0)  in W cs is a leaf of the foliation, 
and near ~ leaves are mapped into one another by the flow. A new coor- 
dinate system (~, 0) given by 

~ 1  41, ~2= ~(41, 42, 0), ~3= 43, 0:@(41, 42, 0) 

transforms the leaves to affine spaces: 

~2 = constant, 0 = constant 

in W cs (that is, in the space ~3 =0) .  Invariance of this foliation implies, in 
the new coordinates, that 42 and 0 are independent of ~1 when ~3= 0. That 
is, the functions a 2 and b satisfy (we now drop the bars) 

a2(41, 42,0, 0) = a2(0, 42,0, 0) 
(3.18) 

b(41, 4 2, 0, 0)=b(0, 4 2, 0, 0) 

A similar transformation of the invariant foliation in W cu yields 

a2(0, 4 2, 4 3, 0 ) =  a2(0, 4 2, 0, 0) 
(3.19) 

b(0, 4 2, 4 3, 0)=b(0, 4 2, 0, 0) 

One must note, in making these normalizing transformations, that previous 
normalizations are maintained. Thus (3.15), (3.17), (3.18), and (3.19) all 
hold. The stable and unstable manifolds in these new coordinates are given 
by 

WS:span{41} (thatis, 4 2 = 0 a n d 4 3 = 0 )  

WU:span{43} (thatis, 4 1 = 0 a n d 4 2 = 0 )  

At this point it is convenient to use 0, instead of t, as the independent 
variable; this is justified as 0 = b(4, 0) is near unity. The above normaliza- 
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t ions cont inue to hold and, in fact, easily imply that  the system (3.16) takes 
the form 

d4i=ui(41, 42, ~3, 0) 4i, i = 1 , 3  
dO 

d42 
dO = c(42' O) + r(4 ~, 42, 43, O) 

(3.20) 

Here  u i are square matr ices  of appropr ia te  size and the function r vanishes 
if either 4 1 = 0  or 4 3 = 0 ;  thus 

r(41, 4 2, 4 3, O) = 0(141[ 1431) 

The  equa t ion  

d4 2 
= c(42, 0) (3.21) 

dO 

represents the vector  field on the center manifold  W C. Of  course, c(0, 0) - 0 
and ~?c(0, 0) / t?42-  0. We note here that  the dimension constra int  (3.14) on 
W c implies that  the variable 42 is a scalar: 

42f i r  

Tha t  is, (42, 0) are coordinates  on the two-dimensional  center manifold. 
We also note  tha t  all characterist ic multipliers of  the linear system 

d4 i 
d-~ = u'(0, 0, 0, 0) 4' 

are inside the unit circle if i = 1 and outside the unit circle if i = 3. This 
immedia te ly  yields the est imates 

141(o +fl)l <<.Kle -~/~ [41(0)1 

t43(0)1 < K1 e-"a 143( 0 +/~)1 
(3.22) 

for solutions to the full nonl inear  system (3.20) near  4 = 0, for any fl/> 0, 
where K1 > 0 and # > 0 do not  depend on the solut ion or on 0 or  ft. 

We now complete  the p roo f  of our  result. Suppose it is false, that  is, 
suppose 

x e W c s -  W s and x+ e W c u -  W u (3.23) 

Let  4m(0) denote  the solution, as a function of 0, as in the s ta tement  of  the 
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proposition. Here 0 m ~ 0 ~ 0 m -~- t m  for some Om and  t im, and  where ~m(Om) 

and (m(Om + tim) correspond to xm(O), Xm(tm), respectively, and 

flm ---+ O0 

Assume without loss that Om is bounded (as it is determined mod ~) and 
that 0 m + Oct ~ . One has also 

~m( Om) --+ ~ , 

and (3.23) implies 

~,.(Om + tm) --' ~ + 

4 2 r  and ~2+ r  (3.24) 

Finally, the estimates (3.22) yield 

hence 

I~(o)1 ~ g l e  ~o Ore)I~(o,.,,)1 

I#~(o)1 ~ K~e -"(~200176 l~3(Om + tm)l 

Ir(~m(O), 0)1 ~ K2 e-"€ 

uniformlLfor 0 m ~ 0 ~ 0 m -[- trn and  some K2 > 0. 
Let 42(0) denote the solution of the center manifold equation (3.21) 

with the initial condition ~2(0m)= ~2(Om), and suppose U is contained in 
a neighborhood V in which the Lipschitz constant of c(~ 2, 0) with respect 
to ~2 is at most/~/2: 

0c(~ 2, 0) ~s 
"~2 

This is easily achieved by taking U and V small enough. A straightforward 
application of Gronwall's inequality now yields 

1~2(0) _ ~-2(0) I ~ 2K2 e ~'~m(e"r - 1) 
# 

in the range 0 m ~ 0 ((. 0 m -]-tim for all large m, so 

max 1~ 2m(0)--~'~(0)[--*0 
Om~O~Om+ flm 

One also has 

min I~(0)1 --*0 
Om~O~OmWflm 
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by (3.9), and hence 

min 1~(0)1 ~ 0 (3.25) 
Om <~ O <~ Om + flm 

We now arrive at a contradiction. As ~ ( 0 )  satisfies the scalar equa- 
tion (3.21), its minimum norm must occur near one of the end points 
0 = 0m or 0m + tim" More precisely, for any m the sequence {~2m(0m +jz}  for 
O<<.j<~ [tim/C] is either strictly increasing in L strictly decreasing in j, or 
constant in j ;  this follows from the periodicity of c(~ 2, 0) in 0, and from 
elementary considerations in the two-dimensional (~2, 0)-phase plane. In 
view of (3.25), therefore, one has 

min{ [~2n(Om)[, [ ~ 2 ( 0  m 21- tim)[} ~ 0 

and so either ~2_ = 0  or ~2- -0 .  But this contradicts (3.24), so completes 
the proof of the proposition in the case 7 is a periodic orbit. 

In case ~ is an equilibrium, the proof is essentially the same except that 
the angle 0 is absent. One uses the original variable t as the independent 
variable in the i-equations and so obtains 

min t~2m(t)l ~ 0  
O ~ t ~ t m  

for the solution of the center manifold equation 

~2 = C(~2) (3.26) 

The assumptions (3.12), (3.13) that ~2 either is a scalar or is two-dimen- 
sional with a center for the linearization of (3.26) at r = 0 now come into 
play. They imply, again by elementary phase portrait arguments, that 

min{[~'~(0)[, I~(tm)] } --* 0 

as before, this leads to a contradiction. II 

L e m m a  3.9. Let  p( t )  be a nonconstant periodic solution, with orbit 
7=7(Po) and minimal period ~>0.  Let  ko denote the constant value 
N([~(t))=-ko . I f  there is a nontrivial center manifold W ~ for  ~, then there 
exists ~ > 0 such that fo r  any sufficiently small neighborhood U ofT,  one has 

x -- y ~ A/" and N ( x  - y )  = k o 

whenever, x, y e U are distinct points satisfying y E 7 and 

dist(x, W c) ~< e dist(x, y). 
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I f  p o is an equilibrium which possesses a nontrivial center manifold, then 
there exist an integer k o and a quantity e > 0 such that for  any sufficiently 
small neighborhood U o f  po, one has 

x -  p o e  dV 

whenever x E U satisfies 

and 

and N ( x  - Po) = ko 

x ~ p o  

dist(x, W C) ~< e dist(x, Po). 

Suppose the lemma is false, for some (nonhyperbolic) orbit 7. 

X m  --'r 7, Xm ~ Y m  a 7, 

dist(xm, WC) ~< ~m dist(xm, 7) 

such that for each m, either 

o r  

Without loss 

for some ~m --40. (3.27) 

Xm-- Ym ~ ,/~ 

Xm - -  Ym E dV but N(xm -- Ym) 5~ ko" 

X m  -"> Xo  ~ 7 and Y m  ~ Y o  E ~); 

where 

also, we assume that x o = p ( 0 ) ,  for simplicity�9 Proposition 3.1 and the 
openness of dV imply that x o = Y0, otherwise N(xm - Ym) ---- ko would hold 
for large m. With this and (3.27), we have 

z,. --* Zo e Txo W ~, Zo ~ 0 

Xm - -  Y m  

Z m -  lxm__ Yml' 

here Tx0 W c denotes the tangent space of the center manifold at Xo. There- 
fore Zoe~#l -  {0}, with the subspace f#l corresponding to the variational 
equation 2 = D f ( p ( t ) ) z ,  and characteristic multipliers of modulus a = 1. 
But also one has/~(0) e ffl -- {0}, so 

Zo e Jd" and N(zo) = N(/~(O)) = ko 

Proof. 
We assume that 7 is a nonconstant  periodic orbit; the case of an equi- 
librium 7 is similar and, so, is omitted. There exist then sequences 
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by Lemma 2.2. Thus for large m 

Z m E ~/~ hence 

and 

a contradiction. 

X m  - -  Y m  ~ ~A# 

N(xm - Ym) = N(zm) = N(zo) = ko, 

I 

L e m m a  3.10. Let  Poe  o9(Xo) and suppose the solution p( t )  through Po 
is either a nonconstant periodic solution or else an equilibrium point. Assume, 
moreover, that 

A det( - W) < 0 (3.28) 

i f  p o is an equilibrium, where W =  D( f (po ) ) .  Then in fac t  

~O(Xo) = 7 @ 0 )  

Proof. Suppose cO(Xo) properly contains 7(Po); then there is a 
neighborhood U of 7(Po) such that the solution x( t )  through x o repeatedly 
enters and leaves U. One has quantities Sm ~ Oe and t m ~> 0 such that 

and without loss 

X(Sm)  E ~ U ,  

x( t )  ~ 0 

min 
Sm~ t~Sm+ tm 

X(Sm + tm) e dU, 

for Sm <<, t <~ S,,, + t m 

dist(x(t), 7(Po)) --' 0, 

Sm "JI- tm < Sm + l 

X(Sm)  ---~ X _  , X(Sm-~- tm) - '~  X +. 

We also assume without loss that U is small enough for the conclusions of 
Proposition 3.8 and Lemma 3.9 to hold. Now the linear theory of Section 2, 
applied to the variational equation along p(t),  shows that dim WC~ 2 for 
the center manifold W c of 7(Po)- The solutions Xm(t) given by 

x,=( t )  = x(s, .  + t) 

therefore satisfy the hypotheses of Proposition 3.8 [in particular, (3.28) 
implies (3.13) in case Po is an equilibrium], and so the conclusions (3.10) 
and (3.11) hold. 

To be specific assume 

x e W = and x+ e W TM. 
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Let us also assume, for the time being at least, that p(t) is a nonconstant 
periodic solution with least period z > 0 and dim W~'= 2. The solution 
through x_ ,  denoted y(t)  here, then stays in O for forward time and 
approaches ;(P0) exponentially fast, with asymptotic phase: 

y(t)  ~ U for all t ~> 0, 

l y ( t ) - p ( t + O _ ) l  <<.Ke -~' for all t>~0, 

for some 0 _ E R ,  K > 0 ,  and /~>0. Thus, the sequence y ( j z - O  ) 
approaches p (0 )=  Po exponentially fast and hence from a direction in some 
eigenspace fr with 0 < a < 1: 

dist [ 0 _ ) - p ( 0 ) l '  ~~ -~0 as j -~oo .  

Letting k denote the value of N on ff~_ - {0}, one has 

N ( y ( j z  - O_ ) - p(0)) = k_ for large j. 

Fix such an integer j = j _ .  Then since X(Sm + j _  Z -- O_ ) ~ y ( j _  Z -- O_ ) as 
m ~ oo, one has (with m + 1 replacing m) 

N ( x ( s m + l + j _ z - O  ) - p ( O ) ) = k  forlargem, 

and hence 

N ( x ( S m + t m + j _ z - O _  + e ) - p ( r m + ~ ) ) > l k _  for large m (3.29) 

where 0<le[  <era, for sufficiently small era>0, rm=sm+tm- -S ,~+l<O,  
rm + em <-O. The e is introduced to take account of the possibility that 
X ( S m + t m + j _ z - - O _ ) - - p ( r m )  may not be in the domain of N. At this 
point we pass to a subsequence for which the limit rm -~ roo (mod z) exists; 
henceforth, the index m will belong to this subsequence. 

Now consider the solution z(t)  through z ( 0 ) = x + ;  this solution 
remains in U for all t ~ 0. We claim that 

N ( z ( - j z - - O  ) - p ( r o o ) ) < k _ ,  for large j. (3.30) 

There are several cases. First, if z(0)= x+ r W u, then 

dist(z(t), W c) 
70 as/--+ -oo.  

dist(z(t), 7) 

By Lemma 3.9, the left-hand side of (3.30) equals ko for large j and ko < k_ 
(since dim W e = 2  and by Theorem2.6). On the other hand, suppose 
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z ( 0 ) = x + e  W". Then as with the solution y(t),  the solution z(t)  
approaches 7 with asymptotic phase: 

I z ( t ) - p ( t + O + ) l  <~Ke ~ t<~O 

for some 0 + s R, K >  0 and p > 0. If r~ r 0 + - 0_ (mod ~), then 

z ( - j z - - O  ) ~ p ( O + - O _ ) r  

as j ~ o o ,  so again (3.30) holds by Lemma3.9. Finally, suppose 
r~ = - 0 + - 0 _  (modr ) ;  then 

z( -- jr  - O_ ) ~ p(roo ) 

as j ~ oo. As in the corresponding argument for y(t) ,  the convergence of 
this sequence is along an eigenspace f#~+, with ~r+ > 1. The left-hand side of 
(3.30) therefore equals k+ for large j for some k+ <ko  < k  . This again 
proves (3.30). 

Now fix j = j+  such that (3.30) holds. Since X(Sm +tm - - j+  ~ -- O_ ) 
z ( - - j + z - - O  ) as r n ~  0% and by (3.29) and (3.30) we have 

k _  > N ( z ( - j + r  - O_ ) - p(roo)) = N(x(Sm + tm - - j + ' c  - -  0 ) - -  p(rm) ) 

for all large m. But 

N(x(sm + tm - - j+  z -- 0 _ ) -  p(rm) ) 

>~ N ( x ( s m + t m + j _ r - - O  + e ) - - p ( r m + e ) )  

> . k _  

for suitable e as in (3.29), providing a contradiction. 
Now we consider the modifications in the above argument when 

dim W c < 2, that is, when 7 is a hyperbolic periodic orbit. Now we have the 
complication that if k_  is the value of N on a N~_ - {0}, 0 < a < 1, and 
k+ is the value of N on a f#~. -- {0}, ~+ > I, then k_ =ko  or k+ =k o  are 
possible but not both, where ko is as in Lemma 3.9 (k 0 is the value of N on 
N 1 -  {0}). If k_ r  then k >ko  and the argument follows the previous 
one except, of course, that we need only consider that z ( 0 ) = x +  ~ W". If 
k = ko, then k+ < ko and we must modify the argument above by starting 
with the solution z(t)  through x+ rather than beginning with the solution 
y( t )  through x_ .  Start by obtaining the equality 

N(z(  - j +  r - 0 +) - p(0)) = ;c + 

865/2/4-3 
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for a fixed large positive integer j+ .  This leads to 

N(x(sm + t m - j +  z -- O+ ) -- p(0)) = k+ 

for large m, and hence to 

N ( x ( S m + i - j +  z - O  + + s ) - - p ( r m + l  +e) )<~k+ 

where now r m + l = S m + l - - ( S m + t m ) > O  and 0< le [<~m,  where em>0 is 
chosen sufficiently small so that r m + l -  ~m > 0 and so that the argument of 
N is in the domain of N. Assume that rm+ 1 ~ ro~ (mod z) and consider the 
solution y( t )  through y(0) = x which remains in O for t ~> 0. The claim is 
that 

N ( y ( j z  - 0 + ) - p(ro~ )) >1 ko (3.31 ) 

for large positive integers j. The claim is established in the same way as 
(3.30). Now f i x j = j _  so that (3.31) holds and obtain 

N(x(s ,~+l  + j  z - O + ) - p ( r m + l ) ) > ~ k o  

for large m. We then have the contradiction 

k+ ~ N ( X ( S m + l - j +  z - O  + + g ) - p ( r m + l  +g) )  

>1 N(x(Sm+ l + j _ z  - O+ ) - p(rm+ 1)) 

>~ ko 

for some large m and suitable e. This completes the proof of the case that 
7 is a nontrivial periodic orbit. 

If Po is an equilibrium at which (3.28) holds, then the hypotheses 
(3.12) and (3.13) of Proposition 3.8 hold. Observe .that if P0 is not hyper- 
bolic, then dim WC= 2 by virtue of (3.28). Hence, if Po is not hyperbolic, 
we have k + < k o < k _ ,  where k0 is as in Lemma3.9 and k+, k_ 
are, respectively, values attained by N on eigenspaces (r 
0 <  a < 1 < a+.  If Po is hyperbolic, then since (3.28) implies that Df(po)  
has an even number of eigenvalues with positive real part when A = ,  1, or 
an odd number of such eigenvalues when A = + 1, one has k > k+ by 
Theorem 2.6. With the above considerations in mind, the argument 
proceeds as in the periodic case above with the simplification that 
p(t)=- po. | 

Lemma 3.11. Suppose ~(Yo) c~ a~(yo) # (~ f o r  some Yo ~ a~(Xo). Then 
the orbit 7(Yo) is either an equilibrium, a periodic orbit, or an orbit 
homoelinic to an equilibrium Zo, that is, 

~(yo)  = ~ ( y o )  = {Zo}. 
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Proof. Assume that Y(Yo) is neither an equilibrium nor a periodic 
orbit. We may also assume without loss that for the first coordinate y~(t) 
either 

lim inf yl( t )  < lim sup yl( t )  or (3.32) 
t ~  --<30 t ~  - -oo  

lira inf y~(t) < lira sup yl(t).  (3.33) 
t ~ o o  t ---~ oo 

This follows by arguing as in the proof of Lemma 3.6: if (3.32) and (3.33) 
were both false, so the limits yl(t)--* y~  existed as t ~ _+0% then in fact 
limt~ +0o y(t)=y+_ would both exist. Thus e(Yo) and o(yo)  would be 
singleton sets, so 7(Yo) would be homoclinic as c~(yo)C~co(yo)# r By 
Lemma 3.5 the map t--* (yl(t), 91(0) is an immersion. This, the fact that 
either (3.32) or (3.33) holds, and elementary arguments in the (yl, j)l)_ 
plane (see Fig. 1 again) imply that if qsc~(yo) and ~cO(yo), then 
( ~ ] 1 , ~ 1 ) ~ ( ~ 1 , ~ 1 ) .  H e r e  01 and 41 denote the numbers 01=f l ( r l l ,  r] n) 
and ~l=fm(~l ,~n) .  Thus (r/1,~/~):#(~1,~ ~) for such points, hence 
c~(y0) ~ e~(y0) = r a contradiction, l 

Corollary 3.12. I f  7(Xo) is not an equilibrium or periodic orbit, then 
~(Xo) ~ o~(Xo) = r 

Proof. If 7(Xo) is not an equilibrium or periodic orbit, but 
7(Xo) c~ cO(Xo) # r then ?(xo) ~ cO(Xo), hence ~(Xo) c~ (O(Xo) # r Thus 7(Xo) 
is homoclinic to some equilibrium by Lemma 3.11 with Yo = Xo e cO(Xo). But 
then ?(Xo) ~ e)(xo) = r a contradiction. I 

We assume from now on that 7(Xo) is neither a single equilibrium nor 
a periodic orbit. For any Yo e cO(Xo) define the integer 

k(yo) = lim N(x( t )  - y(t)). 
t ~ o v  

By Corollary 3.12, x ( t ) ~  y(t), so k(yo) is well defined. 

Lemma 3.13. 
librium, then Z o -  

I f  Yo, Zoe e)(Xo) are distinct points, and Yo is an equi- 
yo e JV" and 

Furthermore, 
yo �9 ~(Xo).  

Proof. 

that X ( t m ) ~ Z  o. Then as 

N(zo - Yo) = k(yo) (3.34) 

the integer k(yo) is independent o f  the equilibrium point 

Fix t e R  so that z ( t ) - y o ~ V ,  and let tm--* O0 be such 
N is locally constant, x( t+tm)--*z( t ) ,  and 
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y ( t +  tm)= Y0, the definition of k(yo)  implies N ( z ( t ) - Y o ) = k ( y o ) .  Thus 
z( t )  - Yo ~ ~/~ for all t ~ R by Proposition 1.1, and setting t = 0 yields (3.34). 

To prove that k(yo)  is independent of the equilibrium point Yo ~ ~O(Xo), 
we have, if Zo ~ cO(Xo) is another equilibrium, 

k(yo)  = N(zo - Yo) 

= N ( y o - Z o ) = k ( z o ) .  I 

When cO(Xo) contains at least one equilibrium Yo [-equivalently, when 
c~(Xo) is not a periodic orbit, by Lemmas 3.6 and 3.10], we denote by k ~  
the common value 

k~  = k(yo), Yo ~ cO(Xo) is an equilibrium. 

From now on we make the additional assumption that og(Xo) contains an 
equilibrium. 

Lemma 3.14. Suppose k (yo)  r k ~  for  some Yo ~ ~O(Xo). Let  t m ~ OO be 
such that the limits X ( t m ) ~  ZO and y(tm)--* WO both exist. Then i f  either Zo 
or w o is an equilibrium, one has z o = Wo. 

Proof. Suppose that at least one of Zo or Wo is an equilibrium, but 
Zo # Wo. Then from the definition of k(yo),  and from Corollary 3.12, one 
has 

k(yo)  = lim N ( x ( t m ) -  y(tm) ) 
m --+ ~ 

= N(zo - Wo) = k ~ .  

This is a contradiction. I 

L e m m a  3.15. k (yo)  = k ~  for  all Yo ~ ~O(Xo). 

Proofi Suppose k ( y o ) ~ k ~  for some Yo ~ cO(Xo) (so Yo is not an equi- 
librium), and let Zo~a(yo)  be an equilibrium point; such exists by 
Lemma 3.6. As ~(Yo)c r , one has X(tm)---~Z o for some t m ~ CX3, and 
hence y(tm)--*z  o by Lemma 3.14. Thus Z o ~ a ( y o ) ~ O ( y o ) ~ ,  and so the 
orbit ?(Yo) is homoclinic to Zo, by Lemma 3.11. But then y ( t ) ~ z  o as 
t ~ ~ ,  and one concludes from Lemma 3.14 that also x( t )  ~ Zo as t ~ ~ .  
Thus og(Xo)= {Zo}, hence Yo = Zo is an equilibrium, a contradiction. I 

Recall for T~ R the semiorbit 

7r+(Xo) = {x ( t ) [ t  >~ T}  
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whose closure is 

yT+(x0) = ~ T+(Xo) u ~(Xo). 

L e m m a  3.16. There exists T>~O such that fo r  any distinct points 

Yo, Zo e 7r+(Xo), one has 

ProoL 

O t :  

z o -  Yo e ~ 

N(zo - Yo) = k ~ .  

For each t i> 0 let 

Yo ~ cO(Xo)lX(t) - y ( t )  ~ X and 

and 

N ( x ( t )  - y ( t ) )  = k ~  }. 

Then Ot is open in ~O(Xo), and in view of Lemma 3.15 one has 0,2 ~ Otl if 
tl ~< t2, and U~>o O, = ~O(Xo). Thus OT=  o~(Xo) for some T~>0 by compact- 
ness of c~(Xo), and this establishes the result for Yo e og(Xo) and z o ~ 7T+(Xo). 

If both Yo, ZoeOg(Xo), with Y o r  let t e R  be such that 
z ( t ) -  y ( t ) ~  JV'. Then there exists Woeyr+(Xo) sufficiently close to z( t )  that 
wo - y ( t )  ~ Y and 

N(z ( t )  - y ( t ) )  = N ( w  o - y ( t ) )  = k ~ .  

Thus N(z ( t )  - y ( t ) )  does not drop in value, hence both z(t)  - y ( t )  ~ Jff and 
N(z( t )  - y ( t ) )  = k ~  hold for all t e R. Setting t = 0 establishes the result for 
yo, Zo e ~O(Xo). 

Now consider the remaining case, with distinct points Yo, ZoE 7r+(Xo), 
say Yo = x( t )  and Zo = x( t  + O) for some t i> T and 0 > O. First, observe that 
if 0 is sufficiently large, then 

N ( x ( t + O ) - x ( t ) ) = k ~  for all t ~> T. (3.35) 

That this holds at t = T follows from the earlier part of this proof and the 
fact that x ( T +  O) is near cO(Xo) for large 0. With such 0 fixed, there exist 
arbitrarily large t such that x( t )  and x ( t +  O) are close to distinct non- 
equilibrium points of cO(Xo) (with such points not lying on an orbit of 
period 0), so again from above one has the equality (3.35) for large t. 
Therefore, for sufficiently large O, say 0 ~> 0o > 0, (3.35) holds as stated. 

Next, consider 0 < 0 ~< 0o; for this range of 0 we allow the possibility 
of increasing T. Given a lower bound 0~> 0 ,  > 0, there exist T~> 0 such that 
(3.35) holds whenever 0,~<0~<0 o. Indeed, arguing as in the above 
paragraph proves this. 
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Suppose now that (3.35) fails for each T>~0. Then there exist t m --~ o0 
and, from above, 0m--* 0, such that for each m 

N(x(tm + Ore) -- X(tm)) Ckoo. (3.36) 

Without loss X ( t m ) , X ( t m + O m ) - * W  o for some nonequilibrium point 
Wo e o)(x0). Now N(w( t  + O ) -  w ( t ) ) =  k ~  for any t and nonzero 0, hence 

N(r = U ( O - l [ w ( t  + O) - w(t)] ) = ko~ 

whenever ~(t) e JV and 0 is small. Thus k(t) e X and N ( # ( t ) )  = koo for all 
t e R .  Therefore, as Oml[X( tm+O)- -X( tm)]  is near if(0) for large m, one 
has 

N(x(tm + Om) -- X(tm)) = N(Om l[x(tm + Ore) -- X(tm) ]) = N(~(0)) = koo. 

(3.37) 

Equation (3.37) now contradicts equation (3.36), completing the proof of 
the Lemma. | 

Proof of the Main Theorem. (a) Assume that neither (i) nor (ii) in 
the statement of the theorem holds, .that is, og(Xo) neither is a single equi- 
librium nor is a nonconstant periodic orbit: Then Lemma 3.10 implies that 
~O(Xo) does not contain a nonconstant periodic orbit and that for each 
equilibrium Zoe ~O(Xo) one has Adet ( - D f ( z o ) ) > 1 0 .  

Now fix a nonequilibrium point Yo ~ ~o(x0); we must show 

eO(yo) = {z0} (3.38) 

is a single equilibrium, and likewise with c~(yo). Considering only o)(y0) (as 
the proof for e(Yo) is similar), one sees by arguing as in the proof of 
Lemma 3.6 that (3.38) holds if lim,~oo yi(t)  exists for some i. Therefore, 
assume to the contrary that lim, ~ co inf y ( t )  < lim t ~ ~ sup y~(t) for each i; 
this and Lemma 2.2 immediately yield the spiraling trajectory depicted in 
Fig. 1. Next consider a Jordan curve J in the (x ~, 2~)-plane (for some i) as 
depicted in Fig. 2. Much as in the proof of the classical Poincar6- 
Bendixson theorem, the curve or consists of a vertical line segment A B  
disjoint from the horizontal axis, together with a segment of the trajectory 
(yi(t),  p i ( t ) ) jo in ing  A and B. Let 

C =  ( j ( t l ) , )> ' ( t l ) )  E Jext, 

D = (yi(t2), pi(t2) ) ~ ~int 

denote two points on the trajectory [more precisely, the planar projection 
of the trajectory ?(Yo)] which are in the exterior and interior, respectively, 
of J ;  again, see Fig. 2. 
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A 
/// 

\i ~ xi 

Fig. 2. The Jordan curve J consists of the vertical segment AB together with a portion of 
the (yi(t), ,9i(t)) trajectory (solid) joining A to B. The dashed curve denotes that part of the 
trajectory which is exterior or interior to J .  

By Lemma 3.16, for any t i> T the point (xi(t), ~i(t)) cannot lie on the 
part  of J composed of the trajectory 7(Y0). Further, (xi(t), 5:i(t)) can cross 
the vertical segment A B  in only one direction, left to right in the case of 
Fig. 2, as A B  lies entirely above or entirely below the horizontal axis. 
Therefore, (x~(t), 5g(t)) cannot meet J for all large t, say 

(x~(t), Yci(t)) q~ ~,r for all t ~> T ,  

for some T , ,  and must eventually lie in one of the two regions ~xt  (the 
exterior) or ~nt (the interior). But this contradicts the fact that the point 
(xi(t), Yce(t)) must repeatedly return to neighborhoods of both C and D, 
since Yo ~ cO(Xo). With this contradiction, the proof  that cO(Xo) is a single 
equilibrium is complete. 

To complete the proof  of (a), again assume that (i) and (ii) both fail, 
and let koo be the integer in the statement of Lemma 3.16. As k~  is in the 
range of N, its parity is as claimed; to be specific assume d = - 1  so that 
k ~  is odd. (We omit the proof  of the case A = +1 as it is similar.) Fix 
Zo ~ E, that is, Zo ~ og(xo) is an equilibrium, and let 

k ,  = card (212 is an eigenvalue of Df(zo)  satisfying Re 2 > 0} 

counting multiplicity. We must show k ,  = k~  - 1 or kw. 



404 Mallet-Paret and Smith 

First, consider the case that z o is a nonisolated point of E, that is, 
there exist E\{zo} ~ {Zm}~=l such that Zm ~ ZO as m ~ ~ .  Then, by taking 
a subsequence if necessary, we may assume that 

Z m - -  Z 0 

Izm-zol  ~Wo a s m ~ o o  

where Df(zo)  Wo -- 0 and Wo ~ 0. It  follows from the theory in Section 2 that 
w o e JV and 

~'k,, k ,  odd 
N(wo) = [ k  + 1, k ,  even 

On the other hand, from Lemma 3.16 we can conclude that for m -- 1, 2,..., 

N(wo) = N(zm - Zo) -- koo. 

Thus we have k ,  = ko~ or k ,  = k~  - 1 as asserted. Hereafter, we assume Zo 
is an isolated point of E. 

As z 0 e ~o(x0)# {Zo}, there is a neighborhood R ' ~  V of z 0 which x( t )  
repeatedly enters and leaves, staying inside for arbitrarily long times, much 
as in the statement of Proposition 3.8. In particular one easily obtains a 
point z+ ~ ~(Xo) satisfying 

z+ ecnV, 

r'=~ (z+), 

and hence, provided V is chosen small enough, 

z+ ~ WC"(Zo). 

Since z o is an isolated point of E, we may assume that V is so small that 
9 contains no other point of E. It then follows from an earlier part  of the 
proof  that 

~(z+ ) -- {Zo}. (3.39) 

By taking an appropriate  sequence t,, ~ - ~ ,  one has the limit 

z+(tm) --Zo 
Iz + ( t , . ) -  zoi ~ Wo 

where W o e 0  belongs to one of the generalized eigenspaces of Df(zo)  
corresponding to an eigenvalue 2 with Re 2/> 0. It  follows that N(wo) is 
defined and that, by Lemma 3.16 

N(wo) = ko~ (3.40) 
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If z0 is hyperbolic, then - d e t ( - D f ( z o ) ) > O  so k ,  is odd and 
k~ =N(wo)<<.k, by the theory in Section2. Arguing similarly, using 
Proposition 3.8 to obtain a point z ~ e)(Xo) c~ W'(zo) different from Zo and 
proceeding as above, one obtains koo ~> k , .  Thus, k~ = k ,  and we are done. 
The important point in the case that z0 is hyperbolic is that N takes the 
value k ,  on eigenspaces of Df(zo) corresponding to eigenvalues of different 
signs. 

Hereafter, we assume that z 0 is not hyperbolic and argue by contradic- 
tion. Thus, assume that 

k ,  ~< k~o - 2, (3.41) 

as a contradiction is obtained in a similar manner if one assumes 
k , / > k ~ + l .  Let 

k# = card{2l 2 is an eigenvalue of Df(zo) satisfying Re ;t ~> 0}. 

The theory in Section 2 implies that 

k#_ 1, k# even 
k~ = N(wo) <~ k# k# odd 

where w o is defined between (3.39) and (3.40). As Zo is not hyperbolic, 
k # = k , + l  or k # = k , + 2 .  If k# is even, then k~=N(wo)<<.k#- l<~ 
k ,  + 1 ~<k~ - 1, the last inequality by (3.41), and we have a contradiction. 
If k# is odd, then k# = k ,  + 1 for k# = k ,  + 2  implies that both k# and 
k ,  are even. Thus, 

ko~ = N(wo) ~ k# = k ,  + 1 <~ k~ - 1, 

and again, we have a contradiction. Hence (3.41) cannot hold. 

(b) If (i) or (iii) holds, then Lemma 3.16 implies that z o - Y o ~ J V ,  
hence Hizo 4~ Hiyo by Proposition 1.1, whenever Yo and Zo are distinct 

points in ?r+(xo). Similarly, in case (ii) the corresponding result for cO(Xo) 
follows from Propositions 3.1 and 1.1. 

(c) For nonequitibrium points Yo e co(xo) the claim (0.5) follows from 
either Propositivn 3..1 or Lemma 3.5. For points Yo~?r+(Xo) (assuming 
that Xo is not an equilibrium), one has that N(2(t)) is constant for all large 
t, say t~> T, hence 2(t)~ X for all t~> T. Therefore, Hi2( t )~  (0, 0) for all 
t >/T, as claimed. 
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4. APPLICATIONS 

Monotone cyclic feedback systems arise in mathematical models of 
cellular control systems in which the components x" represent the concen- 
tration of certain molecules in the cell (see Refs. 1, 2, 5-8, 12, 14, 16, 33). 
The single-loop feedback system 

J~ = f ( Y P ) - ~ z l Y l  (4.1) 
p i =  f ley i -  l -- ojyi, 2 <. i <~ p 

is considered where 

ee>0,  l <<.i<~p 

fie>0, 2<~i<~p 

and f :  R + ~ R + is a smooth function satisfying one of 

f ' ( u )  > 0 for u~>0 

o r  

(PF) 

f ' ( u )  < 0 for u >t 0 (NF) 

The equations (4.1) represent a cascade of reactions beginning with 
the transcription of mRNA (yl)  from a single gene and leading to an end- 
product molecule whose concentration is denoted by yP. The two cases are 
distinguished by whether an increase in the end-product concentration has 
a positive (PF) or negative (NF) effect on the transcription of mRNA, and 
these cases correspond to A = +1 and A = -1 ,  respectively, in our theory. 
Often, delays are introduced to account for transport and transcription 
delays. 

In Refs. 8 and 19, the linear terms in (4.1) have been replaced by 
Michaelis-Menten-type nonlinearities resulting in the system 

(4.2) 

~ly  1 

Y ~ = f ( Y P )  b 1 + y l  

fleye l ~iye 

pe di + Y i -  ~ bi + Y i' 2 <~ i <~ p 

where d e, be>0 and f satisfies (NF). A typical nonlinearity in (4.1) and 
(4.2) in case (NF) is assumed is 

a 

f ( u )  b_~_ ur , 
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It is immediate that (4.1) and (4.2) are monotone cyclic feedback 
systems if either (PF) or (NF) holds. In case (PF) holds, however, (4.1) 
and (4.2) define cooperative systems in the sense of Hirsch [20-22]. The 
powerful results available for cooperative systems imply that "almost all" 
bounded orbits tend to critical points [20, 21]. Hence, we are interested 
primarily in the case that (NF) holds. 

Recently, so-called multigene models with negative feedback have been 
considered by Banks and Mahaffy [6] and one of us [36], which takes the 
form (for a three-gene model) 

~1 = f 1 ( w m ) _ a l y l  

2U= fiiy~- ~ -- c~'y ~, 2 <. i <~ p 

31 = f 2 ( y p )  __ 71Z1 

~J = qJzJ- l -- TJz j, 2 <~ j <~ l 

#1 = f3 (S  ) _ 6 lw' 

#k = ~ kWk 1-- 6 kWk, 2 <~ k <~ rn 

(4.3) 

where ~i, fli, 7j, t/j, r 6 k > 0  a n d f l ,  f 2 , f 3  satisfy (NF). For simplicity, we 
have displayed the "three-gene" case in (4.3) corresponding to the three 
(vector) variables y, z, and w. The reader may easily imagine the general 
case consisting of a positive integer number, G, of genes, where the end 
product of the qth gene inhibits the transcription of the mRNA associated 
with the (q + 1 )st gene, 1 ~< q (mod G). Delays are sometimes introduced in 
the first terms on the right side of (4.3). One could also replace the linear 
terms in (4.3) by Michaelis-Menten nonlinearities as in (4.2). 

We are interested primarily in (4.1), (4.2), and (4.3) in the absence of 
delays. The existence of periodic solutions has been the focus of much of 
the literature on these equations [8, 15, 18, 19, 24, 26, 27, 35, 36, 42, 43]. 
Such solutions have been suggested as models for circadian rhythms and as 
a developmental clock during morphogenesis. 

Monotone cyclic feedback systems arise in many other fields, an der 
Heiden [3] considers a neuron model due to Stein etal.  [41] which is a 
three-dimensional monotone cyclic feedback system. The article by 
Hastings et al. [19] contains references to several other monotone cyclic 
feedback systems in the biological literature. 

Motivated by cyclic feedback systems in the biological literature, 
Hastings etal .  Webster [19] give sufficient conditions for the monotone 
cyclic feedback system 

~ci=ff(xi,  xi 1 ) l ~ i < ~ n ,  i (modn)  (4.4) 
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to possess a nonconstant periodic solution in R+ = [0, oo)". They assume 
that f ~  C" satisfies 

Of' Of t 
tgxi < 0 and ~?x i-  1 

and 

>0,  2 ~ i 4 n  

•fl - - < 0 .  ~x n 

In addition, it is assumed that (4.4) possesses a unique steady-state x ,  with 
positive components and that the Jacobian matrix, Dr(x , ) ,  possesses at 
least one eigenvalue with positive real part and D f ( x , )  must not have 
repeated eigenvalues. Additional assumptions are made to ensure that R+ 
is positively invariant and that solutions are bounded. They conclude the 
existence of a nonconstant periodic solution in R = + .  

The following result gives significantly more information than the 
existence result of Hastings et al. and should prove easier to use. We do not 
require that f ~  cn or that D f ( x , )  has no repeated eigenvalues. 

Theorem 4.1. (a) Let (4.4) be a monotone cyclic feedback system in 
R+ = [0, oo) n. Assume that R+ is positively invariant for (4.4) and that it 
contains a unique critical point x , .  I f  R+ ~7+(Xo) is bounded, then either 
(i) a)(Xo)= x , ,  (ii) cO(Xo) is a nonconstant periodic orbit, or (iii) a)(x0) 
consists of  x ,  together with a collection of  orbits homoelinic to x , .  I f  

3 d e t ( - D f ( x , ) )  < 0 (4.5) 

then alternative (iii) cannot occur. 

(b) Now assume A = - 1 .  Then sufficient conditions for (ii) to occur 
for a bounded orbit 7 + (Xo) [whether or not (4.5) holds] are that D f ( x , )  has 
at least two eigenvalues with positive real part and Xo ~ U~ o, where Uko is 
described as follows. Let k be the number of  eigenvalues of  D f ( x , )  with 
strictly positive real part, and set k o = k - 1 for  k even, and ko = k - 2 for k 
odd. Let Uko consist of  all points x ~ R+ for which either 

(i) x - - x , e . # "  a n d N ( x - x , ) < ~ k o ,  or 

(ii) x - x ,  q~.lV" but there exists a neighborhood V of  x in R+ such 
that N ( y - x , ) < ~ k o f o r  all yE Vr~Ar. 

Then Uko is a relatively open, positively invariant subset of  R+ and is non- 
empty i f  either "n x ,  e R +  (the interior o f  R+) ,  or i f 6  ~= +1 for all but a 
single i = io, say 

6i= +1, i r  o, 

6~= - 1 .  
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Proof. (a) Once one extends the vector field f ,  as a monotone cyclic 
feedback system, to a neighborhood W of the closed set R~_, the result 
follows directly from the Main Theorem in Section 0. 

(b) Now consider the set Uk0, with A = -1 .  By Proposition 1.1, it is 
open and positively invariant. To see that Uk0 r r if 6 i = + 1 for all but one 
index i, one notes that 

�9 r t  ~#  [ x , + R + ) ~ ( x ,  R ~ ] a R +  c Vk0 

�9 n Indeed, if x - x , ~ R + ,  then x - x , ~ Y  and N ( x - x , ) = l  <<.ko. To see 
�9 n that Uk04:r if x ,  eR~_, one replaces R+ with an appropriately chosen 

orthant, K, R"D K in the above inclusion. 
Let Xo e Uk0, 7 + (Xo) be bounded, and x(t) be the solution of (4.4) with 

x ( 0 ) = x  o. Suppose x ,~o(xo) .  Then by arguing as in Lemma 3.10, we 
obtain that for arbitrarily large values of t, N ( x ( t ) - x , )  must attain a 
value attained by N on the real part of the generalized eigenspaces con- 
tained in the center-stable subspace of the linear variational equation about 
x , .  But these values of N exceed ko, by our choice of ko (see Theorem 2.6). 
Hence, we have a contradiction to Proposition 1.1 since N ( x ( t ) -  x , ) ~ k  o 
for all t>~0. This contradiction implies x,(~O(Xo) and so (ii) must 
obtain. | 

Remark 4.1. The inequality (4.5) is equivalent to the inequality 

i= - c~x'] i=1 c~xi-lJx=x* < 0 (4.6) 

It clearly holds if A = - 1  and 3fi/Oxi<~ 0, 1 ~< i~< n, as happens to be the 
case in all the examples in this section. Note that we do not assume that 
(4.5) holds in giving sufficient conditions for (ii) to hold in Theorem 4.1. 
However, (4.5) implies that the number of eigenvalues with positive real 
part is even i f A = - I  and odd if A =  +1. 

Remark 4.2. R+ could be replaced by any other positively invariant 
closed convex domain D containing a single critical point. 

Remark 4.3. Let UI be defined as in Theorem 4.1, but replacing k o 
with 1. Suppose that the hypotheses of Theorem 4.1(b) hold, Df(x , )  has at 
least two eigenvalues with positive real part, and x0e U1 is such that 
7+(Xo) is bounded. Since U1 is positively inVariant, 7+(Xo)CU~ and 
o)(Xo) = 7 = {p(t): t e R} where p(t) is a nonconstant periodic solution. By 
Proposition 1.1, N ( 7 -  x , )  ==- N(p(t) - x , )  is independent of t (since p(t) is 

8 6 5 / 2 / 4 - 4  
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periodic). It follows from the invariance of U1 and the fact that x ( t ) ~  7 as 
t --+ ~ that 

N(T - x , )  = 1. 

More generally, if Xo ~ Uk0 and x(t) ~ ?, a closed orbit, then 

N(? - x , )  ~< ko 

Remark 4.4. If A = +1, then Theorem 4.1(b) holds with appropriate 
modifications: one needs that k~> 1 rather than k~>2, and one sets 
k o = k - 1  for k odd, and k o = k - 2  for k even. Further, Uk0 r if 6 i=  +1 
for each i. Such a result, however, is of limited use, as the hypothesis that 
7+(Xo) be bounded usually fails. Indeed, by arguing as in Theorem4.2 
below and using the fact that there are no stable periodic orbits 
(Remark 2.1 ), one concludes that 7 + (Xo) is unbounded for Xo in a residual 
(i.e., large) subset of Uk0. 

Remark 4.5. In Theorem 4.1(b) the set Uk0 can be replaced with the 
set Wk0 consisting of all points x e R+ for which either ( i ) f ( x ) ~  S and 
N(f(x))  <~ ko or ( i i ) f (x )  r X but there exists a neighborhood V of x in R+ 
such that N(f(y))<.ko for all y e  Vc~ J V. Here ko is the same. (That the 
same criterion for Wk0 ~ ~b holds, however, is not so clear.) One simply 
replaces N(x(t)= x*) with N(Yc(t))= N(f(x(t)))  in the proof and makes the 
crucial observation that on any of the eigenspaces fr of the linearized 
equation at x , ,  one has for 0 ~ y e ~f~ with ly[ small, that 

N(y) = N(Df(x , )  y) = N ( f ( x ,  + y)). 

Indeed, the first equality holds because f#~ is invariant for the linear 
map Df(x,) ,  and the second follows from the linear approximation. 

Our next result, which asserts the existence of an orbitally stable 
periodic orbit, requires some background and definitions. Let ? c O be 
a nonconstant, nonhyperbolic periodic orbit of the monotone cyclic 
feedback system (4.4), and assume that A = --1. Define 

type (7) = (m, flint, O-ext), 

the stability type of 7, as follows. First, m is that integer for which 

~ m = ~ r n + l  =-  1 

where {~k}~= 1 are the characteristic multipliers ordered (as usual) so that 
I~kl >/I~k+ll. When A = --1, m is odd. The symbols O-an t and O'ex t describe 
whether the flow on the two-dimensional center manifold of 7 spirals 
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toward  or away from y, in the interior and exterior of the Jo rdan  curve 
Hi7. To define aint and aext, consider the local center manifold 
WC~ ( - 1, 1) x S 1 and the project ion 

Hi: W C ~ ( - 1 , 1 ) x S l - . R  2, 

which is a diffeomorphism onto  its range (it is one- to-one by L e m m a  2.4 
and the fact that  W c is tangent  to ~1). Let us assume, by a choice of  coor-  
dinates, that  

~ { O } x S  ~, 

u i ( ( -  1, o) x s ~) ~ (I/'~)~n,, 

H i ( ( 0 ,  1)  x $ 1 )  ~ ( H ' 7 ) e x t ,  

where ( H i y ) i n t ,  ( g i T ) e x t c R 2 - g i y  are (respectively) the interior and 
exterior components  of  the complement  of the Jo rdan  curve I / %  We define 
flint and aext to be the symbols 

~ n t ,  ~oxt e {0 ,  + ,  - } 

as follows. If  there exists a sequence 

Vk c ( - 1, 0) x S ~, dist(vk, y) -~ 0 

of periodic orbits (i.e., there are orbits on W c which cluster on 7 from the 
"interior"), we set Cr~nt=0. If  there exists such a sequence Vk~ (0, 1 ) x S  ~ 
whose pro jec t ions /PYk are exterior to 17% we set a ,~  = 0. 

If, on the other hand, ~ is asymptotically orbitally stable from the inte- 
rior, for the flow restricted to W ~ [-i,e., ~O(Xo) = Y for each Xo e ( - 1, 0) x S ~ 
near ~, = {0} x S~], we set fli~ = - .  Correspondingly,  (r,x~ = - for exterior 
stability. Finally, we set a~  t = + if ~(x0) = 7 for each Xo e ( - 1, 0) x S 1 near 
V and *~xt = + if ~(Xo)= ' ;  for each Xoe (0, 1 )x  S 1 near y. 

We observe here that, with A = - 1 ,  a nonhyperbol ic  periodic orbit  7 
is orbitally stable if and only if type (~) = (m, a~nt, fl~t) where 

m = 1, flint ~ "Jr-, flext 5~ -{-" 

We also observe that  for any nonhyperbol ic  periodic orbit, the at tracting 
set 

{Xo~ O: cO(Xo)=~} 

of y either has nonempty  interior or is a set of the first Baire category (a 
meager  set); and that  it has nonempty  interior if and only if 

m = 1 and O'in t ~--- - -  o r  flext = - -"  
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Theorem 4.2. Let (4.4) be a monotone cyclic feedback system in 
R+ = [0, ~)n. Assume that R+ is positively invariant for (4.4) and that it 
contains a unique critical point x , .  Assume also that A = -1 ,  that D f ( x , )  
has at least two eigenvalues with positive real part, and that Uko ~ (J. Finally, 
assume that there is a nonempty open subset U c  Uko such that 7+(Xo) is 
bounded for each x o ~ U. 

(a) I f  all periodic orbits of  (4.4) are hyperbolic, then there exists an 
asymptotically stable-periodic orbit. 

(b) I f  there exists a compact set B c_ CJ such that all nonhyperboIic 
periodic orbits with 

type (7)= (1, - ,  + )  or (1, +,  - )  (4.7) 

satisfy 7 ~- B, then (4.4) possesses a periodic orbit which is orbitally stable. 

Proof. Without loss, the open set ~" may be assumed to be positively 
invariant; if not it may be replaced by its forward orbit U x0 ~ D 7 + (x0). Let 
us also fix a monotonesequence K m ~- K m + 1 ~ ~-f of compact subsets of ~', 
such that U ~= 1 Km= U. 

(a) Assume that all periodic orbits of (4.4) are hyperbolic but that 
(4.4) does not possess an asymptotically stable orbit. Then for each m, (4.4) 
has only finitely many periodic orbits satisfying 

? ~_ K m and period (7) ~< m 

and hence possesses only countably many orbits in all. The set of attraction 

{x0  DIco(x0): } 
of each such orbit in U is a set of first Baire category; as co(x0) = 7 for some 
V, for each x0 s ~', the Baire category theorem yields a contradiction. 

(b) Assume the condition 7 c B for each nonhyperbolic periodic 
orbit satisfying (4.7) but that (4.4) does not possess an orbitally stable 
'periodic orbit. As in the proof of (a) above, the set of x0s  U for which 
co(x0) is a hyperbolic periodic orbit is a set of first category. Now let F _  
denote the union of the set of nonhyperbolic periodic orbits for which 
levi> 1 for at least one (in fact two) characteristic multipliers, and let 

I'm= w { 7 : 7 c K m n F  and Period (7)<~m} 

Thus, Fm is a compact set. Each 7 c F m  pOssesses a local center-stable 
manifold W Cs= W<S(7) which has eodimension at least two in R". As each 
~ c F , ,  near 7 lies in WC'(7), each WCS(7)~Fm is open in the relative 
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topology of F,,.  Thus Fm is contained in a union of finitely many We'(7), 
say 

km 

r m  c U wcs(Tm,  i) �9 
i = 1  

If Xo ~ 0 is such that m(Xo) = 7 c Fro, then necessarily x(t) ~ W~*(Tm, i) for 
all large t, for some i. Thus x0e7  (WCS(Tm, i)), where 7 - ( s ) = u y ~ s  7 (y) 
denotes the backward extension of a set S under the flow. As WCS(Tm, i) and 
hence 7-(W~'(Tm.~)) are of first Baire category, it follows that the set of 
Xo e 0 for which cO(Xo) c F is a set of first category. 

Thus for a residual (i.e., second category) set of Xo e 0, cO(Xo) is a non- 
hyperbolic periodic orbit with [c~[ ~< 1 for all characteristic multipliers, that 
is, 

type (W(Xo)) = (1, flint, f l ex t ) "  

Furthermore, 

f l i n t  = -[- o r  f l ex t  = -I- 

since by assumption there are no orbitally stable periodic orbits. Let T c  0 
denote the set of all such orbits and 

Tm= W{7:7 c Km C~ gJ with Period (7) ~ m }  

We claim that ~m contains at most countably many orbits; from this and 
from the observations following the definition of type (7), it follows 
immediately that 

type (co(x0)) = (1, +,  - ) or (1, - ,  + ) (4.8) 

for a residual set of Xo e 0. To prove the countability claim, we associate 
a distinct rational point p E Q x Q (Q the set of rational numbers) to each 
7 c ~gm' Indeed, if, say, flint = - for such 7, then by Corollary 3.4 for some 
e > 0 ,  the neighborhood H i ( ( - e ,  0 ) x S 1 ) c  (HiT)int does not contain the 
image of any other 7 c ~gm" Any choice o f p  ~ Hi(( -~ ,  0) x S 1) c~ Q x Q for 
each 7 c ~gm with flint = -  yields a set of rational points in one-to-one 
correspondence with the periodic orbits in ~,~ with flint = - .  A similar 
conclusion holds with flext = - - .  

Thus (4.8) holds for a residual set of XoS 0; in particular, there must 
exist at least one nonhyperbolic orbit 7 c B c 0 of type either (1, + ,  - )  or 
(1, - ,  +) .  Note also that all periodic orbits are totally ordered by inclu- 
sion (in the sense of the Jordan curve theorem) as Hix, ~ (Hiv)int for each 
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7 (Proposition 3.2). We may write 7 < ~7, for distinct periodic orbits 7 and 
~, to mean that H~7 ~ (H~7)int . Let gti, ~ B and gto~ t c B denote the union 
of those nonhyperbolic periodic orbits 7 C B satisfying, respectively, type 
(7) = (1, + ,  - )  and type (7)= (1, - ,  + ); these are saddle-node orbits for 
which nearby trajectories on the center manifold spiral inward, respec- 
tively, outward. Let 7k be a sequence of periodic orbits satisfying either 

7k + 1 ~< 7~ ~ gti~ for each k, and 

for each 7 e ~ ,  one has 7k ~< 7 for all large k; 

o r  

7k+~ ~>7~e ~o~t for each k, and 

for each 7 ~ g~out one has 7k >~ 7 for all large k. 

Note first that dist(Tk, X,) does not tend to zero;  for otherwise 
7k ~ WC(x,) for large k and 7~ would have at least two characteristic multi- 
pliers ~ satisfying [~[ > 1, corresponding to the unstable eigenvalues of 
Df(x,). We claim in fact that dist (7g, 7~)--*0 for some nonconstant 
periodic orbit 700 c B. If this were false then, by Corollary 3.7, the only 
alternative remaining is that O, the set of limit points of {Tk} (see 
Corollary 3.7), consists of x ,  together with a nonempty set of orbits 
homoclinic to x , .  But s'2 c B and B c Uk0 does not contain x ,  so this alter- 
native is not possible. We have established our claim that dist (7k, 7~)-- '  0 
for some nonconstant periodic orbit 700. 

To complete the proof of Theorem4.2, consider type (700)= 
(m,O'int,  aext) , for this limiting orbit. To be specific assume 7k+l~<Tk, 
i.e., that the orbits limit to 700 from the outside. Then either aex t = 0 or (in 
the case 7k=700 for large k) a e x t = - .  Certainly m = l  also holds. 
Necessarily aint = +1, so that 7~ is unstable from the inside (otherwise 700 
is orbitally stable). Let z(t) be a solution starting from z(0)--Zo where 
z 0 e WC(700) where c~(Zo) = 700, hence Hizo ~ ( H i T o o ) i n t  . Then by Lemma 3.9, 
N(z( t ) -  z(s))= 1 whenever t ~ s are sufficiently negative, and hence for all 
t Cs by monotonicity. Indeed, by letting t , s ~  +_oo one obtains 
N(zl - z2) = 1 whenever zl ~ z2 with zl,  z2 E 7(Zo) = 7(z0) u c~(Zo) w cO(Zo), 
where of course ~(Zo)=700. As z o e B c  CJc Uko, Theorem 4.1(b) implies 
that cO(Zo)=7,, a nonconstant periodic orbit in B. Moreover, 7 ,<700.  
Since 7(Zo) approaches 7,  along W~'(7,) and in view of the fact that 
N(za - z2) = 1 for Zl e 7,  and z2 E 7(z0), it follows that lel ~< 1 for all charac- 
teristic multipliers c~ of 7, .  Thus 7,  is nonhyperbolic (or else it is orbitally 
stable), z(t)E W~(7,) for large t, and type ( 7 , ) =  (1, a i n t , - ) .  Therefore 
~ri~ t = + must hold, contradicting the fact that 7k is a minimizing sequence 
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of periodic orbits of type (1, + , - )  and 7 k ~ y ~ .  This completes the 
proof. | 

Theorem 4.3. Let (4.4) be an analytic monotone cyclic feedback 
system with A = --1 in R+ which possesses a compact attractor A c R" + .  

Suppose that A contains a single equilibrium x ,  and that D f ( x , )  satisfies 
(4.5) and has at least two eigenvalues with positive real part. Then (4.4) has 
at least one, but no more than a finite number of, nontrivial periodic orbits. 
Moreover, at least one of  these is orbitally asymptotically stable. 

Proof. By Theorem 4.1, there exists at least one nonconstant periodic 
orbit. By Theorem 4.2 one of these periodic orbits is orbitally stable. If 
every nonconstant periodic orbit is isolated in the sense that there is a 
neighborhood of it containing no point of any other periodic orbit, then 
the number of periodic orbits is finite in number. Indeed, if there exists an 
infinite number of periodic orbits, then they all belong to A, and further- 
more, they are nested in the sense that either H x , < T i < 7  ' i  ~ or 

i " " H x ,  < ~ '<  7 ', where ~/, ~ are two periodic orbits and 7i= HiT. Hence we 
may choose a totally ordered sequence of distinct, orbits: 7n with either 
7,,<7n+1 or 7n+1<7~ , n =  1,2,.... Corollary 3.7 implies that the set s of 
limit points of the 7n is either x , ,  a nonconstant periodic orbit, or x ,  
together with a nonempty set of homoclinic orbits. We have ruled out the 
existence of homoclinic orbits by assuming that (4.5) holds and f2 cannot 
be a periodic orbit if we assume (for the moment) that all periodic orbits 
are isolated. The only possibility, then, is that s = x , .  In this last case, x ,  
is not hyperbolic and since (4.5) holds, D f ( x , )  must have two purely 
imaginary eigenvalues and dim We= 2, where W c is the center-manifold of 
x , ,  from the theory in Section 2. Now by standard methods in bifurcation 
theory (see, e.g., Ref. 44), one can construct an analytic, scalar-valued, 
bifurcation (amplitude) equation, the zeros of which are in one-to-one 
correspondence with the periodic solutions of (4.4) in a neighborhood of 
x , .  As there are periodic solutions accumulating at x , ,  analyticity forces 
this function to vanish identically near zero, implying the existence of a 
one-parameter family of periodic orbits bifurcating from x , .  This violates 
our (tentative) hypothesis that all periodic orbits are isolated. Thus the set 
of periodic orbits is finite under the hypothesis that every periodic orbit is 
isolated. 

Furthermore, an orbitally stable periodic orbit 7 which is isolated 
must be orbitally asymptotically stable. Indeed, let U be a neighborhood of 
7 whose closure contains no point of any other periodic orbit including x , .  
Let V c  U be a neighborhood of 7 such that if XoE V, then 7+(Xo)C U. 
Then o ) ( X o ) C ~ A  must be 7, for each xo~V.  Thus 7 is orbitally 
asymptotically stable. 
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The proof will be complete provided we show that each periodic orbit 
is isolated. 

Fix i and let T i = { x e R + ' x i = x ,  and f ( x , , i  i x i - 1 ) > 0 } .  Every 
periodic orbit 7 satisfies Hix,  E (HZT)int by Remark 3.1 and 7 meets T i in 
exactly one point, which belongs to T~c~A. Suppose that 70 is a non- 
isolated periodic orbit. By Theorem 3.3, 7o ~ T~ is a nonisolated fixed point 
of a Poincar6 map defined as in the proof of Theorem 3.3. Since 1 is a sim- 
ple eigenvalue of the linearized Poincar6 map at 7o c~ T", by the theory in 
Section 2, and since 7o c~ T i is a nonisolated fixed point and the Poincar6 
map is analytic, it follows from a standard Lyapunov-Schmidt argument 
that 7o c~ T z belongs to an analytic arc of fixed points of the Poincar6 map. 
Each point of the arc represents a distinct periodic orbit. By a Zorn's 
lemma argument, this local arc of fixed points can be extended to a maxi- 
mal analytical arc F in Tic~ A. That is, F is not a proper subset of any 
other analytic arc of fixed points. There are two alternatives. First, F ~ - S  1 
closes on itself. But then the union of periodic orbits through P span a two- 
dimensional torus, z. I f y  and z belong to z, y # z ,  then N ( y - z )  is defined 
since each point belongs to a periodic orbit. Thus H~y #H~z. Hence 
Hi: ~ ~ R 2 is a homeomorphism of a torus onto a set in R 2, a contradic- 
tion. Thus F must be a Jordan (nonintersecting) arc of distinct nontrivial 
periodic orbits. Let 4: (0, 1) ~ F be a parametrization of F. Now the family 
of periodic orbits {7~s)},r the points of ~(s), 0 < s <  1, are 
totally ordered in the sense defined in Corollary3.7. That is, if 
0 < s < s' < 1, then either 7r < 7~(~,) or 7:(,') < 7r It follows that ~i- l(s) 
is one-to-one on (0, 1) into R. By reparametrizing F if necessary, we may 
assume that ~ - l ( s )  is monotone increasing with s, i.e., 7r if 
0 < s < s' < 1. Let {Sin} be an increasing sequence satisfying Sm ~ 1 and let 
7m=T~(Sm). By Corollary 3.7, with B = A ,  the set of limit points f2 of {Tin} 
consists of either x , ,  a nontrivial periodic orbit, or x ,  together with a non- 
empty set of homoclinic orbits. The first and last alternatives cannot occur 
since the 7m are increasing in the sense of <.  In fact, there are no 
homoclinic orbits. Thus f2 is a nontrivial periodic orbit 71. Moreover, 7~ is 
independent of the sequence {s~} so that 7r 71 as s ~ 1 in the sense of 
the Hausdorff metric. But this contradicts the maximality of F and this 
contradiction completes the argument that every periodic orbit is 
isolated. | 

In order to apply Theorem 4.1 to Eqs. (4.1) assuming (NF), observe 
that 

B = [0, (~1)-1  f ( 0 ) ]  x [0, f l2 (~x~x2)- l f (0) ]  x ... 

x [0, f12.., fl,,(~,~2... ~,,)-1 f ( 0 ) ]  (4.9) 
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is positively invariant for (4.1). Also, one can show (see, e.g., Ref. 36) that 
B attracts all orbits beginning in R~.  In particular, all forward orbits are 
bounded. B also contains a unique equilibrium, x , .  Depending on the 
parameters ei, fii and the magnitude o f f '  at the equilibrium (see Refs. 36 
and 43 for precise conditions), Df(x , )  has at least two eigenvalues with 
positive real part. Hence, Theorem 4.1 implies that all orbits beginning in 
a relatively open subset of R'~_ are asymptotic to a nontrivial closed orbit. 
If, in addition, x ,  is hyperbolic, then all orbits not on the stable manifold 
of x ,  are asymptotic to a nontrivial closed orbit. For three-dimensional 

sys tems,  this last result can be obtained from special results available for 
three-dimensional competitive systems (see Ref. 35). 

The application of Theorem 4.1 to (4.2) follows similar arguments. 
It is not immediately clear that Theorem 4.1 applies to (4.3). In fact, 

it generally does not apply in case the number of genes G is even [recall 
in (4.3), G = 3]. In the case of even G, it is shown in Ref. 36 that a change 
of variables can be applied to (4.3), resulting in a cooperative system. In 
this case, as for (4.1) when (PF) holds, "almost all" solutions are 
asymptotic to a critical point (there can be several stable ones). 

Theorem4.1 does apply to (4.3) when G is odd. We carry out the 
details only for the case G = 3; following this, the general case will be trans- 
parent. One first establishes that (4.3) possesses a compact attractor, B, in 
RP+ +l+m in the same way as for (4.1) (see Ref. 36): 

(y, z, w ) ~ B -  B 1 x B 2 x B  3 

in which B1 is B in (4.9) with f = f l  and B 2 and B 3 are defined in the 
obvious way. Hence, one need only examine the behavior of solutions of 
(4.3) in B. For  simplicity of notation, we write. B 2 = l ~ = l  [0, b i ]  and 
define new variables 

ff  i y i  

~J =. b j _ z j 

~ k  = w k  

Note that this transformation maps B onto itself. The equations satisfied 
by the new variables are identical to (4.3) except that f 2 ( y p ) ~  
f2 (0  ) _f2(.17p ) a n d f 3 ( S )  ~ f 3 ( b t  - s Thus, the new equations in B define 
a monotone cyclic feedback system for which (4.6) holds and for which 
61 = - 1  and 6 i=  +1 for i S  t. There is a unique critical point x ,  of this 
system in B and sufficient for Df(x , )  to have at least two eigenvalues with 
positive real part are known (see, Ref. e.g., Ref. 36). Theorem 4.1 applies to 
obtain a result identical to that obtained for (4.1). 
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If f in (4.1) and (4.2) or f l ,  f2,  f3  in (4.3) are analytic, then 
Theorem 4.3 gives sufficient conditions for each system to have a nonempty 
finite set of periodic solutions, at least one of which is orbitally asymptoti- 
cally stable. The hypothesis (4.5) holds in these examples as noted in 
Remark 4.1. It is easy to see that each system possesses a compact attractor 
in k ~  by noting that points on the boundary of R~ immediately enter l~_. 

It is biologically reasonable to include time delays in the first terms on 
the right-hand side of (4.1) (or 4.3), particularly in yP in the first equation. 
Many authors have considered the effect of time delays in the models (4.1) 
and (4.3) [1, 2, 4, 7, 25-28, 36]. For a special form of delay, considered 
by MacDonald in Ref. 25, Theorem 4.1 gives useful information. Replace yP 
in the first equation in (4.1) by 

f o  y P ( t -  u) Gqa(u) du (4.10) 

where the kernel, G q, is 

a q + luq 
Gq(u) - - -  e au, a > O, q e {0, 1, 2,.. }. 

q~ 

Since dGq/du=a[G q- l -Gaq] ,  q~> 1, it is natural to introduce the new 
variables 

y,+J(0= yp( t -u)a~ ~(u)clu, j = l  ..... q + l  

and observe that 

+ d f ' _ ~  

=a(yp+j  1 yp+Q, j =  l,..., q +  l. (4.11) 

In terms of the variables y~,..., yp+q+l, Eq. (4.1) with (4.10) takes the same 
form as (4.1) with f ( y  p) becomingf(yP+q+l).  

Of course, (4.1) with (4.10) is not equivalent to the enlarged system of 
Eqs. (4.1) and (4.11). They do, however, share the same set of bounded 
solutions on R. That is, if y: R--*R p is a bounded solution of (4.1) with 
(4.10) then ~ = ( y ,  yp+l,..., yp+q+l) is a bounded solution of (4.1) and 
(4.11), and vice versa. In particular, they share the same periodic solutions. 
Hence, Theorem 4.1 can be used to prove the existence of periodic solu- 
tions of (4.1) with (4.10). Macdonald [25] has obtained sufficient condi- 
tions for the critical point of (4.1) and (4.11) to have a pair of unstable 
eigenvalues for a particular nonlinearity f of Michaetis Menten form. In 
this case, Theorem4.1 and earlier arguments imply that (4.1) with (4.10) 
has a nonconstant periodic orbit. 
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Certain nth-order scalar differential equations are 
monotone cyclic feedback systems. Consider the equation 

x(n) + f ( x ,  x (n-l))  = 0  

where f :  R 2 -~ R is a smooth function satisfying 

Of(x, y) > 0 for all (x, y). 
Ox 

If we let 

equivalent to 

(4.12) 

x i = x(n- 0, 1 ~< i ~< n, 

then (4.12) is equivalent to the monotone cyclic feedback system 

21 = - f ( x n '  x l )  (4.13) 

2i= x i-1, 2 <~ i <<. n 

It can be checked that (4.13) has a unique critical point x ,  in R" if 
f (  - 0% 0) < 0, andf (oe ,  0) > 0, so Theorem 4.1 (with R" replacing R+ ) can 
be applied to bounded orbits of this system. An interesting special case of 
(4.12) is given by 

x (") + f ( x )  = 0 (4.14) 

where f ' ( x )  > 0 for all x. 
However, (4.14) cannot have interesting stable solutions if n >~ 3. It is 

easy to see that if n >~ 3, then any critical point possesses eigenvalues with 
positive real parts. It is also the case that any periodic orbit of (4.14) has 
characteristic multipliers with modulus exceeding unity. This results from 
two facts, (a) the divergence of the vector field is zero and hence the 
product of the moduli of the multipliers equals unity and (b) no multiplier 
has multiplicity exceeding two. The same arguments apply to (4.12) if one 
assumes Of(x, y)/Sy<~O, namely, that any steady state or periodic orbit 
must be unstable in the linear approximation. We note that if #f/@ < 0 and 
n = 3, Leonov [23] has shown that (4.12) cannot have any nonconstant 
periodic orbits. 

In order to obtain the existence of nontrivial closed orbits of (4.12) 
by Theorem4.1, it is necessary to show that (4.12) possesses nontrivial 
bounded (for t~>0) solutions. This is a nontrivial task. The interested 
reader is referred to the book by Reissig et al. E32]. Unfortunately, the 
results in Ref. 32 do not seem to apply to (4.12). Indeed, arguing as in 
Remark 4.4 shows that if Of/Ox > 0 and ~f/@ <<. 0 in R 2, then almost every 
orbit of the system is unbounded as t -~ ~ .  
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