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ABSTRACT

Pulsed neutron capture logs have been used to deter-
mine residual o0il saturations for many years. A previous
study found that at low values of residual oil saturation
(ROS) conventional pulsed neutron logging techniques did
not have the accuracy necessary for enhanced o0il recovery
decision making requirements. Special log-inject-log tech-
niques were developed in order to reduce the uncertainty in
values of ROS measured with pulsed neutron capture logs.
The expected accuracy of these log-inject-log techniques
has been reported to be within + 5 saturation percent.

A study of the uncertainty associated with ROS values
determined with pulsed neutron capture logs was made using
Monte Carlo simulation techniques. Field data was obtained
from tests reported in the literature. The total uncertain-
ty associated with saturations determined by both conven-
tional and log-inject-log procedures involving pulsed neu-
tron capture logs was found to be 3 to 4 times higher than
previously published. This increase in uncertainty was due
only to the parameters required in the interpretive equa-
tions. Additional uncertainty introduced by the log-inject-
log process itself was not modeled. This fact makes the
estimates in uncertainty presented here optimistic.
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THE ACCURACY OF PULSED NEUTRON CAPTURE LOGS FOR

RESIDUAL OIL SATURATION DETERMINATION
CHAPTER 1
INTRODUCTION AND PROBLEM STATEMENT

The 1973 o0il embargo forced both the people and the
leadership of the United States to realize that energy
shortages were a very real possibility for the future, but
it has only been recently that a domestic exploration and
drilling boom has taken place. This boom is primarily the
result of the deregulation of crude oil prices. It is
obvious to the observer, hoﬁever, that at some point the new
reserves being discovered during this boom time will begin
to fall short of replacing oil and it will become necessary
to maximize the recovery of hydrocarbons from known reser-
voirs.

The National Petroleum Council reported in 1976 that
the crude o0il discovered as of December 31, 1975 totaled
418 billion barrels.26 They estimated that the total ulti-
mate recovery by conventional means would be 137 billiomn
barrels, of which 109 billion barrels had already been pro-
duced. Simple arithmetic shows that the oil left in place

1



at the end of primary and secondary recovery amounts to 281
billion barrels, or a little over 67% of all the oil dis-
covered up to that time. A more recent appraisa120 shows
the situation has not changed significantly since the
National Petroleum Council report was written, and a great
potential fcr enhanced 0il recovery still exists.

Enhancead oil reconvery, or tertiary recovery, is an
attempt to recover the 0il remaining in the reservoir at the
end of primary and secondary recovery. This remaining oil
saturation is called the residual o0il saturation. Enhanced
0il recovery techniques include three classes of processes:
thermal, chemical and miscible. Thermal processes include
steam injection and insitu combustion. The chemical tech-
niques are surfactant, polymer, and alkaline flooding. The
injection of micellar chemicals, carbon dioxide, and flue
gas comprise the suite of miscible techniques. These pro-
cesses have been described in the 1iterature.29 Not all
techniques are applicable to any one reservoir, so screening
criteria have been developed to determine the appropriate
technique for a given set of reservoir rock and fluid char-
acteristics.17’29

Hasiba et al15 outlined the steps involved in
planning an enhanced o0il recovery project. They are:

1. Reservoir prospect screening based on

production and injection history, geology,

reservoir, and fluid properties.

(3%



2, Pre-pilot evaluation based on pressure tests
and infill wells for special coring and
logging procedures.

3. A field pilot test to determine recovery
efficiency.

4. The commercial venture decision based upon
the resﬁlts of steps 2 and 3.

The ultimate decision made in the final step depends on the
two key parameters (1) residual oil saturation, the amount
of 0il left in place at the end of primary and secondary
recovery, and (2) recovery efficiency, the amount of the
remaining o0il which will be recovered. Residual oil satu-~
ration can be determined by several methods, the most
promising of which is well logging. Well logging methods
are pocpular because they enable the engineer to see vertical
saturation profiles in the well. When used in multiple
wells it is then possible to determine lateral variations
in saturations. One of the most useful techniques is the
pulsed neutron log-inject~log process since it can be run
in both open and cased wellbores.

When a technique is used it is important to know the
limitations and the overall accuracy associated with it.
This is especially true of residual oil saturation deter-
mination since multimillion dollar decisions rest on this
value. Some estimates of the accuracy of these techniques

25,32,33,37

have been reported; however Bond4 has suggested



that the precision of the techniques requires further study.
The objective of this study is to assess the accuracy of
both pulsed neutron capture logs and the special techmniques
developed for them in the determination of residual oil
saturations. This assessment will then allow the user of
these techniques to know what level of confidence can be

placed in the resultant residual oil saturations.



CHAPTER II

RESIDUAL OIL SATURATION DETERMINATION

Residual o0il saturation (ROS) can be determined using

the following techniques:

1. Volumetric and material balances
2. Core analysis

3. Well testing

4. Single well tracers

5. Wall logging

In this chapter each of the above techniques will be out-
lined. 1Included in each outline will be the assumptions
that are required and an estimate of the overall accuracy

of the technique.

Volumetric and Material Balances

The earliest techniques used to estimate ROS involve
the combination of reservoir physical and fluid properties
and production data. The approach used depends on the con-
fidence that can be associated with this data. When the
reservoir is well described a simple volumetric estimate
can be applied. Generally however there is some uncer-

tainty in the reservoir description, so the material



balance method must be used.

The volumetric method involves, as its ﬂame implies,
the estimation of the actual reservoir volume. When this
total volume is adjusted for porosity and water saturation
what remains is the volume occupied by hydrocarbons. The
general form of the volumetric equation is

N = 7758*A*h* ¢*(1-Sw) /Boi 2.1
Where N is the original o0il in place. This equatiom can be
adjusted to calculate the amount of oil left in the reser-
voir at the end of the producing life. When no free gas
phase is present equation 2.1 becomes
N = 7758°A" h* ¢*Sor/Bor 2.2
Cole7shows that ROS can be calculated by making use of the
fact that
Nr = N-Np 2.3
When equations 2.2 and 2.3 are combined and solved for ROS
the resultant equation becomes

(N-Np)Bor

7758A b+ § 2.4

ROS = Sor =

The material balance equation can be used when there
is some uncertainty in the reservoir volume. The material

balance equation in its most general form is

(Bo—Boi)+(Rsi—Rs)§g,+

Np{Bot+(Rp-Rs)Bg} = NBoi Ty

Swete
Bg_ _ BaCikidiie 4 _
m (Bgi l) + (1+ﬂ0( TSuc Ap + (We-Wp)Bw

The equation is solved for N, the original oil in place,



using the reservoir rock and fluid properties at some par-
ticular instant in its producing life. The solution
requires that the average reservoir pressure must be known,
as well as the reservoir production and fluid propefties at
that time. Other unknowns in the equation, such as water
influx and gas cap size, can be determined by using the

method of Havlena and Odeh.16

Usually the equation is
solved at several points over the reservoir's producing life
and statistical techniques are used to smooth the data.

Both methods have one very serious drawback. Even if
these approaches give accurate results of average ROS, they
do not yield any qualitative or quantitative information as
to the location of that saturation. An additional problem
arises when average reservoir pressure is determined. That
is, how representative is that pressure value? Another very
real problem is the effect of neglecting pore collapse which
results in optimistic estimations of ROS. Elkins12 has pre-
sented field examples of the use of these methods which show
some of the very significant real world problems with these
approaches. Wyman47 has estimated that the uncertainty in

ROS determined with these techniques is greater than +12

saturation percent.

Core Analysis

Core analysis is the only direct method of deter-
R . . . 25
mining in situ reservoir parameters. Murphy and Owens

have suggested that under certain conditions the ROS values
7



resulting from this kind of analysis may be very close to
the ROS in the formation. Elkins,12 however, has pointed
out that usually the values for ROS determined this way are
less than values determined by other methods.

There are at least four major problems that can lead
to erronecus values of ROS caused by the coring process
itself.  They are:

1. The alteration of the rock wettability by con-

tact with the mud filtrate.

2. The release of overburden pressure which may

alter porosity and permeability.

3. The flushing of the sample by mud filtrate.

4. The expulsion of the reservoir fluids from

the core as it is brought to the surface.
Each of these factors can be controlled or at least mini-
mized under certain conditions.

The drilling fiuid used to cut the core plays a sig-
nificant part in two of the factors listed above. In order
to prevent the altering of the wettability of the rock it is
wise not to use surfactants or caustic materials in the mud.
Unfortunately no matter what mud is selected the core will

undergo some flushing by the mud filtrate. The factors

which influence the severity of this invasion are:25
1. The formation vertical permeability
2. Reservoir fluid properties
3. The overbalance pressure between the mud



column and the formation

4. The spurt loss of the mud
5. The rate of penetration by the bit
6. The interfacial tension between the reservoir

and the mud filtrate

7. The core diameter
When the formation is not at residual o0il saturation the oil
will be flushed out of the core which will lead to a lower
estimate of the oil in place. Even when the formation has
been previously waterflooded and is at ROS it is still pos-
sible for the saturation to be reduced even further by high
viscous forces which again leads to erroneous results.
Jenks et al19 found that the overbalance pressure was the
major driving mechanism for flushing by the mud filtrate.

When the reservoir has been previcusly waterflooded
and there is little or no gas in solution with the forma-
tion 0il and the reservoir pressure is low the saturations
determined by core analysis will be close to those in the
formation. This is also the case when the reservoir con-
tains heavy o0il; however as the reservoir pressure increases
then it becomes necessary to somehow prevent the expulsion
of the reservoir fluids by gas expansion. A core barrel
developed by Carter 0il Company (Exxon Production Research)
in 1940 allows the recovery of a core under conditions of

. 3 . .
reservoir pressure. / At the surface the core is frozen in

the barrel and then analyzed under controlled laboratory



conditions. A more complete description of this type of
operation may be found in the literature.21

Additional uncertainty is introduced by the core
analysis procedure itself. Fluid saturations are deter-
mined in several ways depending on which fluid, either oil
or water, saturation is to be measured. Ward and Barnwell43
list the major techniques for the determination of ROS.
They include vacuum distillation, distillation extraction,
and high temperature retorting. Each of these techniques
requires some knowledge of the reservoir oil type in order
to make the appropriate empirical correctiomns.

As previously stated the values of ROS determined by
core analysis tend to be the lowest values reported when
several other techniques have been used. One exception to
this trend is the case of heavy o0il reservoirs where,
because of high o0il viscosities, core saturations are very
close to saturations determined by other methods. Wyman
has estimated the overall uncertainty in ROS determined by
coring and core analysis to around +4 saturation percent at

best when using pressure coring and potentially greater than

+12 saturation percent when using regular coring procedures.

Well Testing

Well testing methods involving pressure transient
analysis can be used to estimate fluid saturations in reser-
voirs. Earlougherll shows how pressure buildup, draw-down,

and interference testing can be used for estimation of ROS.

10



Two approaches can be used involving either single
well or multi-well *“ests. Single well tests allow the
determination of permeability which when used in conjunction
with relative permeability data aliow the determination of
reservoir fluid saturations. Multiple well tests can be
used to determine the system compressibility from which
fluid saturations can be inferred.

For saturation estimation the single well tests of
interest are either buildups or drawdowns. The data gath-
ered from these tests are plotted using the methods of
Hornerl8 or Miller—Dyes-Hutchinson.23 The effective per~

meability to oil can be estimated from

—l62.6qoBouO
kK = 2.6
o mh

in the case of a pressure buildup test. The relative per-
meability to oil can he determined using

ko 2.7

where k is known from core analysis. Using relative per-
meability curves also determined from core analysis the oil
saturation can be estimated. Earlougherll shows an example
calculation of this type. This type of analysis is only
valid when there is no free gas phase present in the influ-
ence region of the test.

Earlougherll also shows how type curve matching of
multiple well interference tests can be used to determine

fluid saturations. The field data is plotted for type curve

11



[

108
« 1 39

1
10 T
i
| 1 1t
H i i )
N | :]F“ T
1 i s it
I o] i ¢
’
]
o]
Mt
REZsak
ML
2
“-nj] |
10 Heh
AR i
144-
. H
s
o
]
L

IO"Zl

2
to/fp

FIGURE I, Interference Testing Type Curv
(after Earlougher

)




matching. The effective permeability of 0il can be calcu-

lated from

141.290Bou, (Ap)m
o m Ap

m

where 2.8

(Ap)m
APg

is obtained from a matching of the field data plot to an
exponential integral function type curve for interference
testing shown in Figure I. The total system compressibility

can be estimated from

c, = o.oogzi§7(k[p1L - ézmz)m
d’"a "
where 2.9
Aty
(td/rdz)
is also obtained from the type curve match. From this oil

saturation can be estimated from

c,~C -cC
so = =¥ £ 2.10
C0 CW

The reader should see Ramey31 for an example of this pro-
cedure.

Both of these techniques have been field tested with
poor results. The major problems include the sensitivity of
the calculated saturations to the method of averaging core
properties for single well tests and the lack of definition

of total compressibility at low reservoir pressures for

13



multi-well tests.12 In addition, problems arise from the
assumptions which are required for these methods to be
valid. They include the following:11

1. The reservoir must be horizontal, homogenous,
and isotropic with small constant total com-~
pressibility.

2. Wells being tested must be stabilized before
actual testing starts and must not be influ-
enced by other wells or reservoir boundaries.

3. All fluid saturations are uniform and no oil/
water or gas/oil contacts exist.

4. The fluid propertiés and relative permeabili-
ties are constant throughout the region of
the test.

Wyman47 has estimated that an overall uncertainty of
greater than *12 saturation percent exists in ROS determi-

nations made using these techniques.

Single Well Tracer Tests

In a single well tracer test a tracer bank is in-
jected into the reservoir to some desired depth of investi-
gation. The flow is then stopped long enough for a second-
ary tracer to form by a chemical reaction. The well is
then produced and the fluids are analyzed to determine the
arrival times and quantities of the primary and secondary

tracers. The value of ROS is determined using the arrival

14



time data and a computer simulator. This procedure is
described by Deans.8

Deans and Mojoros9 showed that the interstitial
velocity of tracer molecules flowing through two immiscible
phases in a porous media could be expressed as

Vw+BivVo

V = 1761 2.11
and
_ KiSo

This describes a general chromatographic effect. The equi-

librium distribution coefficient

L\
;o= (L4
ki = <Ci) equilibrium 2.13

assumes that the tracer is in local equilibrium between the
two phases even though the respective velocities of vy and
vo are different. When the o0il saturation is 2t residual

conditions then equation 2.11 becomes

_ Vw
vV = T+81 2.14

The simulation model with which the ROS value is
determined is based on the effects of the chromatographic
retardation of the primary and secondary tracers. 1In addi-
tion the model9 includes the effects of:

1. Tocal accumulation of tracer i distributed

between brine and oil,

2. Flow of the tracer away from and back to the

well bore,

15



4,

5.

Dispersion,
Chemical.reactions which change some of the
primary tracer to secondary tracer, and

Fluid drift in the formation.

The most rescent models5 will also include the effects of

reservoir stratification when necessary.

The chemical used for the tracer must meet the fol-

lowing requirements outlined by Deans.

1.

The primary tracer must be quantitatively
distinguishable from normal reservoir compo-
nents.,

The tracer should be inexpensive, safe, and
readily available.

The distribution coefficient should be in the
range of 2-10.

It must not be absorbed by the reservoir rock.
It must react in the reservoir fluid at reser-
voir temperature to form a stable product.

The product formed should not normally be
present in the reservoir fluids and its dis-
tribution coefficient should be different

from the primary tracer.

Ethyli acetate is the tracer most commonly used. The ethyl

acetate reacts in water to form ethanol and acetic acid.

Both ethyl acetate and ethanol can be measured in concen-

trations as low as 0.001 percent by standard techniques.

16



Elkins12 points out that there are two very real
problems with single well tracer tests. They are the
effects of variations of rock properties and oil saturations
in the formation and the effects of brine injection on the
dissolved gas content of the residual o0il. Field tests have
shown that the o0il saturation values measured tend to be
from the layers of lowest ROS,5 when the reservoir has per-

47

meability stratifications. Wyman has estimated that this

method yields values of ROS to within *8 saturation percent.

Logging Methods

Logging techniques have been used in the oil indus-
try for many years to determine hydrocarbon saturations in
0ld and new wells in both open and cased wellbores. Logging
devices do not measure o0il saturations directly but rather
secondary properties of the reservoir which can he related
to porosity and water saturation. While standard logging
procedures may not yield satisfactory values of ROS, the
newer improved techniques described here should. New
devices and interpretive techniques are being developed now
to further improve the accuracy of ROS determination. The
logging tools of primary interest for ROS determination are
resistivity and pulsed neutron capture logs. Other devices
such as carbon/oxygen, nuclear magnetism, and electromag-
netic propagation tools and their application to ROS deter-

mination are currently in developmental stages.

17



Resistivity Logs

The first tools developed for well loggiug were
resistivity logs. These tools can be run in open hole and
where the formation has been cased with a fiberglass sleeve.
The interpretation of these logs is based on Archie's equa-

tion3 which is

\
1/n
Sw ERRTW) 2.15
where
= 2
F = ¢m 2.16

More complicated models have been proposed for formatious
which contain significant amounts of clay minerals.38’44
Fertl13 analyzed the uncertainty encountered in this type

of evaluation of formation saturation and found that satura-
tion exponent n, and cementation exponent m, were responsi-
ble for the largest uncertainty in ROS determined using

this technique. These values are usually estimated based

on the type of formation but can be determined from core
analysis in order to reduce uncertainty. Even under optimum
conditions ROS values calculated using resistivity devices
will have uncertainties in excess of *8 saturation per-

cent. 13

A log-inject-log procedure has been proposed for

14,24 The technique involves the following

resistivity logs.
steps:

1. Log the formation with a base resistivity log.

18



2. Remove the oil from the logging tool's radius

of investigation using a chemical flood.

3. Resaturate the formation with formation
brine.
4. Relog the formation with a resistivity log.

Using this technique the value of ROS can be determined

using

ROS = 1 - (Ro/Re)L/™ 2.17
The advantage of this procedure is that a large portion of
the reservoir is sampled and the need for a determination
of porosity has been eliminated. Fertl13 showed that ROS
could be determined to within *4 saturation percent using
this method.

There are some problems with resistivity log-inject-
log procedures however. This method can not distinguish
between gas and oil in the formaticm. In addition values
of the saturation exponent n must be obtained for the entire
formation from core analysis at in situ conditions. Since
the effects of shale have not been studied additional work
from core samples of the formation might be necessary to
obtain cation exchange capacity information. This data is
required for the more complex interpretation models for

these logs.

Pulsed Neutron Capture Logs

Pulsed neutron capture logs can be used to determine

ROS in both open and cased boreholes. There are presently
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two commercial systems available to the industry. A
description of these tools and their theoretical basis is
included as Chapter III of this work. These tools were
originally designed for high porosity formations which
contained high salinity formation water.

The pulsed neutron capture log measures the total or
bulk capture cross section of the rormation being logged.
The overall response in a shale free reservoir is due to
the contributions of the reservoir rock and £fluids and can
be expressed as

It = Zma(l-¢) + ZwSwd + Zhc(l-Sw)¢ 2.18
Rearranging and solving for ROS yields

Yt-Ima+d(Zma-Lhe)
¢(Zw-2hc)

ROS = 1 -~ Sw =1

The values for the input parameters can be found using
chemical composition data, nomograms provided by the ser-

0,35 or in the case of injection fluids

vice companies
measured in special tanks &t the surface prior to injec-
tion.

Youmans et a149 developed a waterflood log-inject-
log process which should reduce the uncertainty in ROS
determined by pulsed neutron capture logs. Using this
method the uncertainties associated with the matrix and
hydrocarbon capture cross sections could be eliminated.
This approach involves logging the formation which results
in

Tt1 = Ima(l-¢) + ZwiSwd + ZhcSod 2.20
20
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Then a water of contrasting salinity is injected and the
formation is relogged which yields

"Zt, = Ima(l-¢) + Zw,Swd + ZhcSod 2.21
Solving Equations 2.20 and 2.21 simultaneously for ROS
results in

Tto,— Lt
ROS 1 Sw 1 F(Tw,-Tup) 2.22

There are several assumptions which must be satisfied for

this method to work. They are:

1. No free gas is present.
2. The formation is at residual oil saturation.
3. There is no change in o0il saturation due to

the injection of fluid.
4. There is no shrinkage of the reservoir oil.
5. The injection prcfile is radially complete
and uniform.
6. The bottom hole injection pressure is below
the formation factor pressure.
7. No significant shale volume is present.
This approach was attempted in a reservoir in South Loﬁisi—
ana and the data makes up part of this study.32
A second method, the chemical flood technique, has
also been proposed. It involves the following steps as out-
lined by Richardson et al:32
1. Run a pulsed neutron capture log with reser-
voir o0il and water near the wellbore.
2, Using chemical flooding techniques remove all
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the odil from the formation near the well bore
within the depth of investigation of the tool.
3. Inject formation water to resaturate the forma-
tion to 100 percent water saturation.
4, Relog the formation.
This results in two simultaneous equations
Ity = Zma(l-¢) + ZwSw¢ + Zhe(l-Sw)¢ 2.23
and
Ity = Ima(l-¢) + Zwo 2.24
Solving for ROS results in

(Zta2-Tt1)
¢ (Zw-Lhc) 2:25

ROS = So =

This technique has only been reported once in the litarature
and was apparently unsuccessful because of imcomplete dis-
placement.25

Even using these improved techniques there is still
some uncertainty in the resultant values of ROS. Robinson33
did experimental work with an improved pulsed neutron tool
in order to further reduce the uncertainty in the measure-
ments of ROS. By making statiomary readings with a tool
whose source and detector spacings were increased to 30 cm.
it was found that the water occupied pore volume could be

determined by a waterflood log-inject-log procedure which

results in

- Lta-3t: 2.
cbw Lwa-Lwi 26

ROS can be determined by
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Ros=1-%‘1 2.27

The field data which was taken during the test of this
technique is included in this study.

Pulsed neutron capture logs have the advantage of
being available for both open and cased hold determination
of ROS. While Wyman48 has indicated that these tools offer
an excellent method for ROS determination, Richardson et
al32 found that at very low values of ROS the uncertainty
associated with a conventional water saturation determina-
tion from pulsed neutron logs was too high to make it use-
ful as a decision making parameter for tertiary oil recov-
ery projects. Conventional applications of pulsed neutron
logs were felt to be useful however in situations where the
ROS value was on the order of magnitude of 60 saturation
percent or higher. They also indicated that the expected

accuracy of log-inject-log techniques using pulsed neutron

tools would be in the *5 saturation percent range.

New Developments in Logging

Early attempts at ROS determination using é4kc.
carbon/oxygen logs were disappointing. This tool is a
pulsed neutron device which is unaffected by changes in
formation water salinity and reservoir shaliness. A recent
field test28 has shown that with both the new 20kc. tools
which are now available and improved understanding of the

tools' responses we can ultimately expect accurate measure-
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ments of ROS.

Nuclear magnetism logs have been available since
1960. While nuclear magnetism logs are still not a standard
logging technique they have applicaticns in the area of ROS
determination. The procedure must be run in open holes of
large diameters which have been drilled with special mud
systems. The drawbacks of this technique are that the
tools' depth of investigation is extremely shallow and the
well bore data requires special processing.48 In addition
the special mud systems that are required may preclude the
use of other logging techniques for ROS measurement. More
work is necessary before an assessment of the accuracy of
this technique can be made.

Electromagnetic propagation or dielectric constant
logging for ROS determination has also been field tested.27
It was reported that the accuracy of the reported values
was limited by three factors which are listed below:

1. A lack of a unique model relating log

response to saturatiomns.

2. The uncertainty in porosity.

3. The uncertainty about electromagnetic prop-

erties of the rock matrix.
In addition there were problems with log repeatability and
in;zcuracy due to uneven hole diameters. Obviously much

work remains to be done before use of this technique can

become widespread.
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CHAPTER III
PULSED NEUTRON CAPTURE LOGS

The theoretical and experimental work which lead to
the development of pulsed neutron capture logs was done both
in the United States and Soviet Union. The first practical
logging instrument was described by Youmans et a149 in
1963. The first tools employed a neutron source and one
detector. Present tools employ two detectors but the basic
principles of interpretation are the same.

The basic cycle of operation of this type of log is
shown in Figure II. The electromechanical neutron source
is activated for a short period which produces a short
pulse of 14 mev neutrons. During the quiescent period the
detectors measure the exponential decay of those neutrons
and the associated neutron induced radiation as the neu-
trons are captured by the materials in the wellbore and
formation. The capture cross section of the formation is
determined from the count rates taken during two gates on
the short spaced detector which is depicted in Figure II.
By employing a second detector the formation porosity can

be determined from the ratio of the counts from an early
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gate on the short space detector and the total count rate

on the long space detector. This second detector is also
used for interpretation in zones which are gas filled. At
the present time two tools of this type are available, the
Dresser Atlas Dual Neutron Lifetime Log and the Schlumberger
Thermal Decay Time Log. Both of these tools operate onlthe
same basic principles; however, there is a slight difference
in the gating of the detectors which will be described
later.

Pulsed neutron capture logs measure the macroscopic
capture cross section Zt of the formation being logged. In
order to derive the interpretation relationships for these
logs it is first necessary to define the term "neutron life-
time'". Neutron lifetime L is simply the time required £for
the total number of thermal neutrons existing at any
instant in some medium to fall to half. This concept is
similar to the half life of a radioactive element. The
number of neutrons captured per unit time is proportional
te the number of neutrons present. In the case of a homo-

geneous medium the number of neutrons present at any time is

-ZVT
e

N, = N 3.1

1

The velocity of the thermal neutrons is 2200m/sec. Equa-
tion 3.1 can be evaluated using the concept of neutron life-
time where T=L and N,/N,=0.5 which results in

_ 3150
L == 3.2
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where L has units of miccoseconds and £ has the units of
10_3cm"l which is the standard capture unit.

The slope of the neutron decay curve must be known in
order to determine Zt. As previously stated, count rates
are determined at two different gates with the short spaced
detector. The first gate is opened after the effects of the
borehole, casing, and cement have disappeared. This is
usually after about 400 microseconds. Counts are recorded
for 200 microseconds. The second gate is open for 200

microseconds starting at the 700 microsecond mark in the

cycle. The value of Zt can be determined from

- 10500 Ny
z —i7_ log N, 3.3
where N; and N,are the count rates at gates one and two
respectively. Since AT is usually equal to 300 micro-
seconds, equation 3.3 reduces to
L = 35 log &+ 3.4

N2
The pulsed neutron capture log interpretation equa-
tion is based on the assumption that the bulk capture cross

section L measured by the tool, is made up of the contri-

t’
butions from each of the formation constituents. This can

be expressed as

Zt = Z1Vy + T2V + e + ZnVn 3.5

For the case of a hydrocarbon bearing formation this

becomes

Zt = Ima(l~-¢) + ZwSwod + Lhe(l-Sw)d 3.6
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When the formation contains shale the additional shale
volume and resulting porosity reduction must be included
which results in

Zt = (1-¢-Vsh)Zma + VshZsh + Sw¢e2w + (1-Sw)¢e2hc 3.7

where ¢e is the effective porosity which can be expressed
as

¢, =0-0-Vsh 3.8

These devices have a 13 to 19 inch radius of investi-
gation in normal boreholes. The borehole fluid, casing, and
hole size do not adversely affect the Zt value but can have
adverse effects on porosities determined with this tool.
Normal bed resclution is on the order of 3.5 feet at normal
logging speeds.36

Many uses have been proposed for pulsed neutron
capture logs. Besides normal water saturation determina-
tion, these logs can be used for reservoir monitoring and
residual o0il saturation determination. Reservoir moni-
toring includes the determination of change in either water
saturation or hydrocarbon properties over time. These logs
have been used in open and cased holes as well as in drill
pipe with good results.36

While the interpretive equations are valid for both
logging tools, the actual Zt determination is different.

The previous section describhed the operation of the earliest
Dual Neutron Lifetime log which was used to obtain much of

the field data used in this study. A more advanced pro-
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cessing technique allows Zt to be determined with less sta-
tistical variation. Randall et al30 have shown that by
determining a first pass Zt from a gate opened from 400 to
1000 microseconds, an improved value of Zt can be derived
from a second gate of fixed width. It has been demon-
strated that borehole effects have disappeared by 400 micro-
seconds and exponential neutron decay has begun. When the
formation has a very high £ wvalue, the borehole effects may
disappear as early as 200 microseconds. By shifting the
cecond fixed width gate so that it opens at an earlier time,
a more accurate value of Et can be obtained since the count
rate statistics are improved by determining the value when
the counts are more frequent. This improvement is due to
the fact that background radiation becomes more pronounced
dufing the late time portion of the neutron decay curve.
The fixed width gate has a duration of 600 microseconds and
starts anywhere from 200 to 400 microseconds into the cycle.
The start time can be expressed as

T = 600 - 10.02 3.9
where I is the first pass value. The gate can not open
before 200 microseconds. This improved Zt determination
results in better log repeatability and has now replaced
the older techniques for Zt determination.BO

The Thermal Decay Time Log uses a sliding gate

arrangement to determine Zt. The amount of time that the

neutron source is on and the gates are open is varied using
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a feedback system. A more complete description of the pro-
cedure is contained in Wahl et al.41 Using this type of
system requires corrections for borehole conditions and
neutron diffusion. The available borehole corrections have
been found to be inadequate which limits the accuracy of the
Thermal Decay Time 1og.25

The accuracy of the Dual Neutron Lifetime log has

45,46 has done test pit and

32

also been questioned.d Wichmann
tank experiments which have shown that under the test condi-
tions accurate Zt values were obtained without borehole and
diffusion corrections. The new time derived sigma technique

. . . 30 4
should further improve the accuracy of this device. Bond
has suggested that an independent log calibration and test

facility be set up to examine the precision of both types of

pulsed neutron capture logs.
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CHAPTER 1V
MODEL DEVELOPMENT

When precise values are known for each parameter
involved in any one of the equations presented for ROS
determination, then a single precise value of ROS can be
calculated. Unfortunately there is some uncertainty asso-
ciated with each of the required parameters in all of the
equations which have been presented. The uncertainty
results from two sources. The first is the fact that some
of the parameters are measured and there is always some un-
certainty in the measurement process. The second aspect of
the uncertainty is a result of the problem which arises
when reservoir parameters are not known precisely and must
be estimated. Walstrom et al42 presented a method for
determining the value of a function when there is uncer-
tainty in the input parameters. This method is called
Monte Carlo simulation.

In a Monte Carlo simulation a mathematical model 1is
developed which describes the process or operation of
interest. The model is then used to perform a number of

repeated experiments or trials. TFor each trial the input

32



parameters are sampled from their respective probability
distributions in some random fashion. The experiment is
performed and the trial results are analyzed using statis-
tical techniques. This approach is used regularly ia the
petroleum industry to evaluate the economic attractiveness
of exploration prospects, workovers, and secondary or ter-
tiary recovery projects.z’zz’39

Probability distributions can be used to express the
uncertainty in some parameter of interest. Although many
distribution functions have been proposed,l’22 this study
will use uniform and triangular distributions for variable
uncertainty. The particular distribution chosen should
reflect the accuracy with which the parameter is known or
understood.22

The uniform distribution is chosen when a parameter
is confined between some upper and lower limit. Every value
of the parameter between those limits has an equally likely
probability of occurring. TFigure III shows a uniform proba-
bility demnsity function and its associated cumulative proba-
bility function. McCray22 showed that the cumulative proba-
bility of a parameter X is given by

X-X
F(X) = — 4.1

Xh=%g
By replacing F(X) with a uniformly distributed random number

R then solving for X the equation becomes

X = X + R(Xh-XQ) 4.2

(%)
(8]
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The triangular distribution is used when a parameter
has an upper and lower bound as well as a most likely value.
Figure IV shows the probability density function for a tri-
angular distribution as well as the cumulative probability
function. McCray22 showed that the cumulative probability

of X is given by

2
X-X X -X
A m &
F(X) = 4.3
(Xm—Xz) Xh-x2
when XQSXSX and
m
2 .
X, -X X, -X
h h "m
F(X) = 1 -~ 4.t
<xh-xm (Xhﬂxl>

when XmSXSXh. By replacing F(X) with a uniformly distri-

buted random number R and solving for X the equations become

, L
X = xl{(xm~x2)(xh-x2)R} 4.5
when RS{(Xm‘Xg)/(Xh‘Xz)} and

1
= - - - - 173
X Xh {(Xh X )(Xh Xl)(l R) J 4.6

when Rz{(xm-xl)/(xh—xl)}.

In order to study the uncertainty inherent in ROS
determined by pulsed neutron capture logs a Monte Carlo
simulation model was developed for each of the three fol-
lowing cases:

1, Conventional Water Saturation Determination

Tst-Ima+¢(Ima-The)
- 2.19
¢(Zw=-Zhe)

ROS = 1 - Sw = 1

03]
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2. Waterflood Log-Inject-Lcg

Lta—-Zt1
ROS = 1 - Sy = 1 - 0——c"t
v $(Two-2w1) 2.22
3. Improved Waterflood Log-Inject-Log
Ros = 1 - ¥ 2.27

¢

A chemical flood log-inject-log model was also developed but
the available field data was not of sufficient quality to
give representative results.25 A sample model program is
included as Appendix A.

Each simulation run consisted of 20,000 repeated
trials. The number of trials was decided upon using a tech-
nique proposed by Canada and White.6 The number of simula-
tion trials is imncreased until the average value calculated
approaches some nearly constant value. Figure V shows how
this method works.

In order to test the validity of the general algo-
rithm upon which each model i1s based, another simulation
equation was used. Walstrom et al42 presented ;everal

examples, of which one was a water saturation determination

using Archie's equation. The model equation becomes

’

Sw = ":-' _-__.FRW l/n
i Rt 2.15
\
where
F = 0;32 4.7

Using the data presented in the paper a simulation run was

(@)
[€))
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made. The results of that run are presented in Figure VI.
It can be seen that the present algorithm yields results

similar to those presented by Walstrom et al.42
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CHAPTER V
MODEL APPLICATION AND RESULTS

The Monte Carlo models developed in the previous
chapter were used to simulate the field test data available
in the literature. Richardson et 3132 presented data for
both the conventional water saturation determination and the
waterflood log-inject-log technique using pulsed neutron
capture logs. These data are presented as Tables I and II
respectively. Robinson33 published data from a test of the
waterflood log-inject-log procedure using an improved pulsed
neutron capture log. These data are shown in Table III.

The values of each parameter and its associated
uncertainty were determined in one of two ways--either by
measurement or by estimation. When a parameter was measured
in the field, its value was determined by multiple measure-
ments. For example, in the conventional pulsed neutron
application reported by Richardson et al32 the value of Zt
was determined from ten repeat passes of the logging tool
over each zone. From these multiple measurements it is

possible to obtain a mean value along with an associated

standard deviation. If it is assumed that the parameter
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Table I

Conventional Water Saturation Determination

Field Data*

Interval Parameter Best Estimate Uncertainty
Zone A Zt 21.6 c.u. +1.79 c.u.
z 11.9 c.u. +8.19 c.u.
ma
Zw 87.0 c.u. +2.00 c.u.
ZHC 20.5 c.u. *0.50 c.u.
[0 0.29 p.v. £0.02 p.v.
Zone B Zt 28.3 c.u. +2.35 c.u.
z 11.9 c.u. +8.19 c.u.
ma
Zw 87.0 c.u. +*2.00 c.u.
+
ZHC 20.5 c.u. +0.50 c.u.
¢ 0.29 p.v. £0.02 p.v.

* After Richardson et al 32
c.u., - capture unit
p.-v. - pore volume
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Table II

Waterflood Log-Inject-Log

Field Data¥®

Best Estimate

Interval Parameter
Zone 1 X 17.822
t,
th 29.535
Zwl 42.500.
sz 99.500
¢ 0.25
Zone 2 z 18.824
t,
th 32.204
Zwl 42.500
sz 99.500
o) 0.27
Zone 3 z 18.824
€,
th 32.222
Zwl 42.500
sz 99.500
) 0.27

%# After Richardson et al 32

41

Uncertainty

+0.593 c.u.
+2.871 c.u.
£1.313 c.u.
+3.075 c.u.

+0.01 »p.v.

£0.649 c.u.
4,178 c.u.
+1.313 c.u.
+*3.075 c.u.

*0.01 »p.v.

*0.667 c.u.
*4.175 c.u.
+1.313 c.u.
#3.075 c.u.

*0.01 »p.v.



Interval

Table III

Improved Waterflood Log-Inject-~Log

Parameter

Zone 1

Zone 2

Zone 3

* After Robinson33

Field Data*

Best Estimate

18.070
27.966
31.532
73.387

0.325

16.908
26.639
31.532
73.387

0.325

16.588
28.580
31.532
73,387

0.325
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c.u.

c.u.

c.u.

c.u.

c.u.

cC.u.

c.u.

p.Vv.

Uncertainty

£0.439
*0.739
£0.936
£2.172

*0.020

¥0.615
*0.717
£0.936
£2.172

¥0.020

£0.538
*0.825
+0.936
£2.172

*¥0.020



has a normal distribution, then the end points of the
parameter's range of values can be obtained by adding to
and subtracting from the mean a value which is 3.09 times
the standard deviation.

The value of a parameter may be estimated when it is
not possible to measure it directly. When a parameter's
value is estimated, it is either based on field experience
or it is estimated through the use of generalized correla-
tions. 1In either case the actual end points of the param-
eter's range are also determined by the person making the
estimation. The values of Zw and th were determined in
this manner by Richardson et al.32

The distribution function chosen to model the
uncertainty in a parameter should reflect the accuracy by
which the parameter is known.22 The triangular distribution
is used when a parameter has some central tendency in its
range, as is the case in a normal distribution. The appli-
cation of the triangular distribution is appropriate when
a parameter has been determined by repeated measurements.
The uniform distribution, on the other hand, reflects less
confidence in a parameter's value. ‘The uniform distribution
is used when a parameter's value has been estimated.

For each set of data from the field tests two model
runs were made. These two runs were called the best and
worst cases. The best case model run was made using the

assumption that each parameter's uncertainty could be
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modeled by a triangular distribution. The worst case model
was run using the uniform distribution %o model the uncer-
tainty in each parameter. When only the modeling parameters
are considered, the actual uncertainty in ROS lies somewhere
between the best and worst case uncertainties.

The total uncertainty in ROS may not be due to
parameter uncertainty alone. The interpretive equations
developed in Chapter III have some simplifying assumptions
incorporated into them which may or may not be true depend-
ing on the particular field test. When the assumptions
required for the interpretive equations are not true, the
uncertainty may actually be higher than the worst case model
indicates.

The uncertainties in ROS reported in this study are
based on confidence intervals determined from the frequency
distribution generated by the Monte Carlo models. The
uncertainties are reported at oﬁe, five, and ten percent
levels of significance. These are standard confidence
levels for reporting statistical test data. In several of
the field tests it is possible for certain combinations of
parameter values to result in negative values of ROS which
are physically meaningless. When a negative value of ROS
was calculated, the model set the value to zero. Because
of the problem of negative ROS values, the construction of
regular confidence intervals was not possible. The confi-

dence intervals reported in this study are based on the
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upper portion of the cumulative frequency distribution. For
this approach to be valid, the cumulative frequency distri-
bution must be symmetrical about the mean. When the distri-
bution is not symmetrical the confidence intervals are only
approximations for the lower portion of the cumulative
frequency distribution.

In this study the uncertainty in each parameter was
assumed to be independent from the uncertainty in every
other parameter. For the most part this is a fairly good
assumption, but there are cases where it may not be true.
This might be the case when the same logging tool is used
to measure multiple parameters, as in a waterflood log-
inject-1log test. If the tool is not properly calibrated
each time a new parameter is measured, the error ierms for
each parameter might actually be related and should be

treated as such in the modeling process.

Conventional Water Saturation Determination

The determination of water saturation using pulsed
neutron capture logs involves five parameters of which only
one is measured directly. The bulk sigma Zt is measured by
the logging instrument while the matrix, water, and hydro-
carbon capture cross sections must be determined from
samples analyzed at the surface, from adjacent formations,
or through the use of published correlations. Porosity

must be known from an independent source either by core
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analysis or purosity logs or from both. Table IV shows the
contributions of each parameter to the uncertainty of an ROS
determination using this method in two different zomes. To
detérmine t%zis contribution an end point analysis was per-
formed for each parameter. This was doune by setting all the
parameters to their mean values with the exception of one.
The modeling equation was then evaluated at the minimum and
maximum values for the parameter of interest. This deter-
mined the range of uncertainty for that parameter. This
process was repeated until all the parameters in the modeling
equation had been investigated.

The largest contributors to the uncertainty in ROS are
the matrix capture cross section Zma and the true or bulk
capture cross section Zt. The matrix cross section is the
value least likely to be known. Typically a value is deter-
mined in an adjacent water zone using the logging tool and
that value is then assumed to be the correct value for the
zone of interest.32 For this to be true each formation must
have the same rock composition which is rarely the case.

The true or bulk capture cross section of the formation is
the only parameter whose range can be narrowed. This is
done by making multiple passes with the logging tool over
the formatiﬁn of interest and then averaging the results.

The total uncertainty in an ROS measurement of this

type is shown in Table V. Zone A has a fairly high value

of ROS. The total uncertainty in this zone is *29.6 and
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Table IV

Conventional Water Saturation Determination

Interval Parameter Contribution to Uncertainty
Zone A Zt *0.094
z £0.316
ma
z *0.011
W
+
ZHC \ £0.005
ol *0.035
Zone B Zt *0.122
z *0.316
ma
z *0.022
w
t0.002
ZHC 0.00
¢ £0.059
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Table V

Total Uncertainty

Conventional Water Saturation Determination

Interval
Zone A
Richardson
Best Case
10%
5%
1%
Worst Case
10%
57
17
Zone B

Richardson

Best Case
10%
5%

1%
Worst Case
107%

5%

17

*at one standard deviation
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ROS

.627
.627
.627

leNeNe)

.627
.627
.0627

O OoO

0.280
0.280
0.280

0.284
0.284
0.284

Uncertainty in ROS

£0.110%*

£0.21¢4
£0.244
£0.296

+0.286
+0.317
*0.356

+0.120%*

£0.220
+0.255
£0.313

£0.299
+0.336
+0.386



+35.6 saturation percent for the best and worst cases
respectively at a confidence level of one percent. The
value of ROS is much lower in Zone B. The corresponding
uncertainties at a confidence level of one percent are
higher at +31.3 and *38.6 saturation percent for the best
and worst cases. Also shown in Table V are the uncertain-
ties in ROS published by Richardson et al.32 These uncer-
tainties were reported at a confidence level of one standard
deviation and are similar to modeled results at the same
level of significance. The Qalues of uncertainty reported
by Richardson et al32 were determined using a normal distri-

bution for the variables in an unpublished analytical

solution.

Waterflood Log-~Inject—-Log

This procedure was originally proposed as a test for
new reservoirs to determine the ultimate saturation change

49 It has been noted

in a reservoir over its producing life.
that by eliminating both the matrix and hydrocarbon capture
cross sections the total uncertainty in the measurement of
ROS could be lowered. This method still requires that the
water capture cross sections be known either by measurement
or by calculation. Porosity also must be known from an

independent - source. Multiple repeat logs will reduce the

uncertainties of the true capture cross section Zt.

*
Personal communication, J. R. Jordan, December, 1981l.
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The uncertainty contributions of the various para-
meters are shown in Table VI. 1In each zone the largest
contributions to the uncertainty are due to the measured
true formation capture cross sections of both Ztl and th
followed by porosity, ¢. In all of the zones the uncer-
tainty contribution to porosity is lower than would realis-
tically be expected due to the small porosity error proposed
by Richardson et al.32 Neuman27 showed that uncertainties
in porosity are easily two percent pore volume or higher
depending on the measurement technique.

The uncertainty in RQCS measured by this process is
shown in Table VII. The uncertainties calculated in this
study are again higher that the previously reported values,
This again is due to the unusual confidence interval used
by Richardson et al.32 The reduction in the porosity error
coupled with the method of reporting the uncertainty combine
to make this technique appear to be more accurate than it
actually is. While éhe Monte Carlo model yields similar
results at the same confidence interval, the present results
are more indicative of the actual uncertainties associated
with this type of test. It should also be noted that for
some cases this field data yields values of ROS below zero
(see Appendix B). Depending on which zone and case, thg

probability of this occurring could be as high as 25 percent

and as low as 1 percent.

50



Table VI

Waterflood Log-Inject-Log

Interval Parameter Contribution to Uncertainty
Zone 1 z +0.042
t
th +0.201
Ewl £0.006
+
ZWz *0.014
) *0.033
Zone 2 L +0.042
ta
th £0.272
ZWJ . £0.006
+
sz +0.015
¢ *0.032
Zone 3 z +0.044
ti
th +0.271
+
ZWJ *0.007
sz t0.015
® £0.032
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Table VII

Total Uncertainty

Waterflood Log-Inject-Log

Interval ROS Uncertainty in ROS
Zone 1
Richardson 0.180 +0.080%
Best Case
107 0.177 £0.142
5% 0.177 +0.163
1% 0.177 +0.194
Worst Case
107 0.178 ' +0.187
5% 0.178 £0.205
1% 0.178 £0.233
Zone 2
Richardson 0.140 *0.090%
Best Case
10% 0.136 +0.182
5% 0.136 £0.209
17 0.136 *0.249
Worst Case
10% 0.148 +0.230
5% 0.148 +0.251
17 0.148 *0.281
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Table VII (continued)

Interval

Zone 3
Richardson

Best Case
107
5%
1%

Worst Case
10%
5%
17

*at one standard deviation

53

ROS

0.135
0.135
0.135

0.147
0.147
0.147

‘Uncertainty in ROS

+0.100%*

£0.182
+0.209
+0.249

+0.230
+0.251
+0.281



Improved Waterflood Log-—Inject-Log

Robinson33 devised an improved pulsed neutron device
to measure ROS. The process involves the measurement of
apparent neutron lifetimes in a fashion similar to that of
a regular log-inject-log process. The apparent improvement
in this technique is due to an increased spacing between the
source and detector coupled with stationary measurements.

Examination of Table VIII shows that this improved
technique has reduced the uncertainty contribution of both
logging passes but porosity now becomes a major contributor.
The total uncertainties for these zones are shown in Table
IX. The reason for the large difference between the pub-
lished data and the model results is due to the treatment

33 performed an end point

of parameter uncertainty. Robinson
analysis in which he neglected the uncertainty associated
with porosity.

The effects of decreasing porosity are shown in Table
X for the waterflood log-inject-log processes. While the
data are clustered there is still a trend toward increasing
uncertainty as porosity decreases. The conclusion can be

made that these tocl: zre best suited to high poresity

environments.

Summary

The model results show that the uncertainties in ROS

determined using pulsed neutron devices are much higher than
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Table VIII

Improved Waterflood Log-Inject-Log

Interval Parameter Contribution to Uncertainty
Zone 1 z $0.032
ty
th +0.054
+
Zwl £0.016
+
sz +0.038
o) £0.045
Zone 2 z *0.045
t
th +0.053
Zwl £0.016
4
sz $0.037
¢ +0.044
Zone 3 z $0.040
t,
+
th ¥0.061
+
Zwl *0.039
+
sz £0.046
¢ ¥0.055
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Table IX

Total Uncertainty

Improved Waterflood Log-Inject-Log

Interval ROS Uncertainty in ROS
Zone 1
Robinson 0.274 *0.025
Best Case
10% 0.27 *0.058
5% 0.27 +0.067
1% 0.27 +0.086
Worst Case
10% 0.271 *0.081
5% 0.271 +0.094
1% 0.271 *0.116
Zone 2 Robinson 0.286 +0.026
Best Case
10% 0.284 $0.061
5% 0.284 £0.071
17 0.284 $0.091
Worst Case
10% 0.283 £0.085
5% 0.283 +0.099
1% 0.283 ¥0.122

56



Table IX (continued)

Interval

Zone 3
Robinson

Best Case
10%
5%
1%

Worst Case
10%
5%
1%

57

0.117
0.117
0.117

0.117
0.117
0.117

Uncertainty in ROS

+0.028

*0.068
+0.080
*0.101

£0.095
+0.110
+0.137



Table X
Effects of Porosity Reduction

Impréved Waterflood Log-Inject-Log

Porosity Uncertainty in Porosity Uncertainty ir ROS*
0.345 +0.02 0.101
0.325 +0.02 . 0.108
0.305 £0.02 0.116

*at one percent level of significance
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previousiy published. The models of this study have only
examined the uncertainty associated with the input parameter
uncertainty. Smith and Stieber40 point out that additional

uncertainty is associated with the log-inject-log process

itself. Additional factors which can increase uncertainty
are:
1. Incomplete displacement of the injected
fluids.
2. Stripping of the residual oil.
3. Shrinkage of the residual oil.

When these factors are considered the uncertainty in this
technique certainly increases. The uncertainty values
reported in this study can be looked on as lower limits of
the uncertainties in ROS measurements of this type.

The implications of these results are very signifi-
cant. While it is well known that enhanced oil recovery
projects are very expensive and risky ventures, the risk
is even greater than previously thought. This additional
risk must be incorporated into the overall project analysis
before a commercial venture decision can be made for amn

enhanced oil recovery project.
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CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS

In this study a consistent methodology has been used
to determine the uncertainty associated with residual oil
saturation determinations using pulsed neutron capture logs.
The Monte Carlo modeling process is useful not only because
it gives a mean value of the desired product, in this case
residual oil saturation, but also because it yields distri-
bution function information which can be used in overall
project evaluation. In the future, uncertainties in ROS
should be reported using recognized statistical levels of
confidence in order to facilitate comparison between ROS
determination methods.

From the results of this work, the following conclu-
sions can be made:

1. Accurate values of matrix capture cross
sections are required when using conventional
techniques to determine ROS with pulsed
neutron logs. This value is critical when
ROS is very low.

2. At a one percent level of significance the
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uncertainties associated with ROS deter-
minations made with pulsed neutron logs
using conventional techniques are 3 times
higher than previously published.

3. At a one percent level of significance the
uncertainties associated with ROS deter-
minations made with pulsed neutron log-
inject-log techniques are nearly 3 times
higher than prewviously published.

4. At a one percent level of significance the
uncertainties associated with ROS deter-
minations made with improved pulsed neutron
tools are approximately 4 times higher than
previously published.

5. As porosity decreases the uncertainties in
ROS increase in log-inject-log procedures
involving pulsed neutron logs.

6. Tool improvements can only reduce the
uncertainty in ROS to a certain value. This
is because the interpretive equations still
require porosity information which becomes
the limiting factor in the overall accuracy.

When all ROS determination techniqﬁes are placed under this
scrutiny, our understanding of their accuracy will change.
The implication of this study is that enhanced oil recovery
projects are much riskier than previously thought. The
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result is that it might become necessary for oil companies
to place enhanced oil recovery projects in the same risk
category as exploration projects.

Further study is recommended in the following areas:

1. The magnitude of the effects of shrinkage,
stripping, and non-uniform and incomplete
displacement on the uncertainty in ROS
measured with pulsed neutron log-inject-log
procedures must be determined.

2. Other residual o0il saturation determination
methods should be studied using the techniques
proposed in this study in order to make valid
comparisons between ROS determination methods.

3. As additional field test data become available
an assessment should be made of the potential
of carbon/oxygen, nuclear magnetism, and
resistivity log-inject-log procedures to
determine RCS.

4. Since porosity is a crucial factor in the
interpretive equations of all well logging
methods, work should be done to reduce the

uncertainty in this measurement.
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TABLE XI

ZONE A CONVENTIONAL PULSED NEUTRON BEST CASE
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TABLE XII

ZONE A CONVENTIONAL PULSED NEUTRON WORST CASE
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TABLE XIII

ZONE B CONVENTIONAL PULSED NEUTRON BEST CASE
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ZONE B CONVENTIONAL PULSED NEUTRON WORST CASE
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TABLE XV

WATERFLOOD LOG-INJECT-LOG ZONE 1 BEST CASE
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TABLE XVI

WATERFLOOD LOG~INJECT-LOG ZONE 1 WORST CASE
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TABLE XVIIT

WATERFLOOD LOG-INJECT-LOG ZONE 2 WORST CASE
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.TABLE XIX

WATERFLOOD LOG-INJECT-LOG ZONE 3 BEST CASE
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TABLE XX

WATERFLOOD LOG~INJECT-LOG ZONE 3 WORST CASE
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TABLE XXI

IMPROVED WATERFLCOD LOG-INJECT-LOG ZONE 1 BEST CASE

(%
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TABLE XXII

IMPROVED WATERFLOOD LOG-INJECT-LOG ZONE 1 WORST CASE
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TABLE XXIII

IMPROVED WATERFLOOD LOG-INJECT-LOG ZONE 2 BEST CASE
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TABLE XXIV

IMPROVED WATERFLOOD LOG-INJECT-LOG ZONE 2 WORST CASE
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TABLE XXV

IMPROVED WATERFLOOD LOG-INJECT-LOG ZONE 3 BEST CASE
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Falwe s IER LILIKTTONTON FanGE OoF vanirg
TYFE & LR TE T 14 Lo
IUSOSITY 1 0.345 0.225  0©.305
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TABLE XXVI

IMPROVED WATERFLOOD LOG-INJECT-LOG ZONE 3 WORST CASE

HONIE CAf1.0 SIMULATION
OF 11E
VATERFLOUD L TL N

FARAMETER MSIRIZYTION FONHE OF oty
IVE & HIGH AMRAGE 1oy
$OROSITY 4] 0.34% 0.30S 0,305
SIGMA-FULY 1 4] 17.326 16.588 16.0%0
SICMA-TULK 2 4] 29.405 B.SCO 17,755
SILMA-UATER 1 [ 22,468 21,432 30;:‘;?6
SIGHA-UMITR 2 ] 7S.U59  73.387 71.21%
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TABLE XXVII

WATERFLOOD LOG-INJECT-LOG POROSITY SENSITIVITY

MONTE CARLO SIMRATION
UATERFLOOD LIL

PARAMETER DISTRIEUTION RANGE QF YALUES
TYPE 2 HIGH AVERAGE LOW
FURGSITY 0.343  0.32% 0.30%
SIGMA~BIRX 1 18,509 18.070 17.431
SIGHA-PAK 2 27.356 26.4639 2T.922

SIGHA~UATER 1 32,468 31.532 30.396

SIGHA—UATER 2 75.559 73.387 71.215

 © © o o

¥ OaNIFORMs 1=TRIANGAAR

SUARY STATISTICS EBASED ON 20000 TRIALS

MIIBER OF OBSERVATIONS 20000.0
AUERAIE SATURATION 0.3484
JARTANCE 0.0022
STANIORD DEVIATION 0.0448
SUMMARY F QESERVATICNS
AID—QINT FREQUENCY RELATIVE CUMULATIVE
FREQUENCY FREGUENCY
0.21% 9.0 0.0002% 0.0002%
] 13.0 0.000483 0.30099
0.22% 0.0012% 0.0021%
0.24% 0.00250 0.0047%
Q0.25% 0.00%%0 0.0106%
G.265 0.00830 0.5199%
0.27%5 0.0122% 0.03220
0.285 0.0194% 0.0%18%
0.29% 0.02670 0.0797%
0.30%5 0.03435 0.11470
C.31% 0.04410 88!
0.325 0.0527%
2433% 0.06115
0.345 0.07%0%
Q.37 0.07470
0.355 0.0804%
0.375 0.0838%
0.389 0.07710
0.39% 0.07440
.40 0.06390
C.41S 0.05760
0,425 0.04340
0.42% 0.02440
0,445 0.02380
0,453 0.0174%
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0.21% 0.0000S 1.60000
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TABLE XXVIIIL

WATERFLOOD LOG-INJECT-LOG POROSITY SENSITIVITY

HONTE C&RLD SIMUNLATION

THE
UATERFLOOD LIL
PARAMETER DISTRIKUTION RANGE OF VALUES
TYPE = HIGH AVERAGE LOW
PUROSITY 0.32%  0.30% 0.28%
SIGKA-BULK 1 18.209 18.070 17.431
SIGMA-BULK 2 ?7.356 26.439 235.922

SIGMA~UATER 1
SIGHWA~UATER 2

32.468  31.332 30.%9%
735,539 73.287 71.01%

o © ©o O o

3 OmNIFORMs 1#TRIANGULAR

SUMMARY STATISTICS BASED ON 20000 TRIALS

NUNEER OF OESERVATIONS 20000.0
AVERAISE SATURATION 0.3269
AR IANCE 0.0026
STANDARD (EVIATION 0.02046

SUHMARY OF ORSERVATIONS
FREX

HID-POINY RELATIVE CUMILATIVE
FREQUENCY FREQUENCY
0.1%3 0.0000% 0.0000%
0.163 0.00030 0.0003%
Q.17% 0.00083 0.00120
0.18% 0,00145 9.002es
QVe19% 0.0026% 0.005%
0.20% 0.00750 ¢.01100
0.215 0.00785 Q.0188%
0.275 0.01210 0.0309%
0.2%% 0.01620 0.0471%
245 0.02300 0.0711%
0,259 0.03118 0.10230
0.269 0.035863 0,1379%
27 0.0481% 0.18410
0.28% 0.04v00 0,233510
G.29% 0,062 0.2974%
0.305 0.0700S 9.34770
0.31% 0.04690% 0.43467Y
0.325 0.07320 ¢.5119%
0.33% 0.07780 0.58977
0.345 0.,072%% 0.44230
0.3%% 0.,06800 0.72020
0,263 0.06160 + 79190
0.375 0.07435 0.8362%
0.385 0.04455 90.39090
0.39% 0.03780 0,92970
0.203 0.02670 0.97540
0.41%5 0.,01810 0.977%0
0.425 0.0129 0,9864%
0.42% 0.0073L 0,9938%
Oe 445 0.0043, 0.
0,453 0.00150 0,99975
G463 0.00030 0,999g0
0.473 0.0001% Q,9009%
0.485 0.00003 1,00000
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TABLE XXIX

WATERFLOOD LOG-INJECT-LOG POROSITY SENSITIVITY

AONTE CARLD SIMULATION
OF THE
UATERFLOOD LIL

PARAMETER DISTRIBUTI(N RANGE OF VALLES
TYPE % HIGH AVERAGE LOW
FOROSITY [} 0.36%  0.345 0.32%
SiGHY=-5AR 1 o 18.39% 18.070 17.431
SIGHA~BRX 2 [} 27.388 W.439 25922
SIGMA-UATER 1 [ 32,448  31.332 30.596
SIGHA~UAIER 2 [} 7%.3%9 73.387 71.218

€ O®UNIFORM» 1=TRIANGULAR

SUAVRY STATISTICS BASED ON 20000 TRIALS

AMEBER OF OBSERVATIONS 20000.0
AVERAGE SATURATION Q9.4031
JARIANCE 0.0019
STANUARD OEVIATION 0.0438

SUMHARY OF OBSERVATIONS

MID-FOINT FREQUENCY PELATIVE CUMULATIVE
FREQUENCY FREMUENCY

245 7.0 0.00033 7.0002%
279 18.0 0.00090 0.,00125
0.285 43.0 0.00215 0.00340
0295 84.0 0,004 0.00750
0.30% 151.0 0.007%5 0.0171¢
0.319 239.0 0.,0119% G.0710
0.37% 34%.0 0.01845 0.045%%
G.335 TT4.0 0.02770 2.0733%
0,335 769.0 0.02843 0.11170
V. 355 940.0 0.04700 0.12870
0.365 1121.0 0,0%4605 0.2147%
D:37% 1340.0 0.06700 0.2817Y%
G.38% 1628.0 0.089140 0.36315
0.359% 1623.0 0.08118 0.44430
0.405 1821.0 0.,0910% 0.5333¢9
0.419 1680.0 0.08400 0.61935
0,423 16467.0 0.0833% 0.70270
0,433 1471.0 0.0733S 0.7752%
0,345 1330.0 0.066%0 0.8427%
Q.4%S 1024.0 0.02120 0.8939F
0.445 822.0 0.04110 0.9350%5
0.475 545.0 0.0272% 0.96230
0.,48% 84,0 0,01920 0.98150
0.49% 203.0 0.01018 0.9916%
0.50% 118.0 0.00590 0.997%%
0.519 39.0 0.0019% 0, 799%0
0.525 640 0.00030 0.99980
0.533 4.0 0.,00020 1.00000

92



APPENDIX C

NOMENCLATURE
cementation iatercept
area
gas formation volume factor
0il formation volume factor
water formation volume factor
isothermal compressibility
tracer concentration
formation factor
thickness
permeability
relative permeability
neutron lifetime
slope of linear portion of pressure analysis plots
cementation factor
ratio of gas cap volume to oil leg volume
saturation exponent
stock tank oil initially in place
number of neutrons
cunulative oil production

stock tank oil remaining in place
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he

pressure
flow rate

well radius

resistivity of a formation at 1007 water saturation
cumulative gas oil ratic

solution gas oil ratio

true formation resistivity

formation water resistivity

saturation

time

time

volume

velocity

cunulative water influx

cunulative water production

GREEK LETTERS
change in
viscosity
capture cross section

pore volume

SUBSCRIPTS
dimensionliess
effective
formation

hydrocarbon
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8

ma

sh

initial
match
matrix
oil
shale
total

water
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