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Abstract

Many privacy-preserving protocols employ a primitive that allows a sender to “flag” a message to a
recipient’s public key, such that only the recipient (who possesses the corresponding secret key) can detect
that the message is intended for their use. Examples of such protocols include anonymous messaging,
privacy-preserving payments, and anonymous tracing. A limitation of the existing techniques is that
recipients cannot easily outsource the detection of messages to a remote server, without revealing to
the server the exact set of matching messages. In this work we propose a new class of cryptographic
primitives called fuzzy message detection schemes. These schemes allow a recipient to derive a specialized
message detection key that can identify correct messages, while also incorrectly identifying non-matching
messages with a specific and chosen false positive rate p. This allows recipients to outsource detection
work to an untrustworthy server, without revealing precisely which messages belong to the receiver. We
show how to construct these schemes under a variety of assumptions; describe several applications of the
new technique; and show that our schemes are efficient enough to use in real applications.

1 Introduction

Many privacy-preserving systems require a means to transmit confidential messages from one party to another
without revealing the identity of the sender or receiver, or any other information about the communication
pattern. Such mechanisms are an essential ingredient of anonymous messaging systems [WCFJ12], privacy-
preserving analytics [BEM+17], and private digital payment systems [BCG+14, NM+16, mon]. We refer to
these generally as anonymous message delivery systems.

Anonymous message delivery systems can be roughly divided into two classes: those in which senders
and recipients are both online when messages are exchanged, and those in which some participants may be
offline. The former class comprises applications such as anonymous web browsing [DMS04, i2p]. The latter
includes secure messaging and payment systems, where recipients may be intermittently-connected and too
numerous to be core participants in an online network protocol. As in legacy systems such as email, SMS
and cryptocurrency, many systems support these offline users via a “store-and-forward” approach: messages
are collected by potentially untrusted parties, so that they can be retrieved by the intended recipient at some
later point [BCG+14, mon, vdHLZZ15].

Achieving privacy in store-and-forward systems is challenging if one wishes to hide recipient meta-data: in
addition to hiding the path over which messages are forwarded, systems must also hide both stored metadata
(e.g. recipient identity) and access patterns to stored data. Many systems, particularly those based on mix-
nets, do not do this: they assume a trusted inbox provider who is online and stores anonymous and encrypted
messages for the recipient to download (possibly including some cover traffic). However, failure to protect
recipient metadata can harm privacy even when the recipient uses an anonymous communications network
to access the store [DMS04]. An attacker who observes that a specific message is retrieved, even by an
anonymous recipient, can correlate that message with subsequent responses the recipient may transmit or
others may receive. Such correlations can harm privacy. For example, this access pattern leakage might
reveal that a journalist has contacted their editor after receiving an important message from an (unknown)
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source. Leakage of this form is particularly relevant to anonymous payment systems, where the ability to
link received funds to outbound payments can directly reveal information about the payment graph.

Deployed anonymous message delivery systems attempt to mitigate access pattern leakage in several ways.
When sender and recipient are capable of some form of advanced coordination, messages can be stored at a
known location or under a predictable (e.g., pseudo random) identifier. Then various approaches can be used
to hide access patterns, e.g. differential privacy [vdHLZZ15] or private information retrieval [CKGS98, AS16].
But all of these approaches require coordination. Moreover, they introduce considerable overheads either in
additional traffic or computational requirements (e.g. for PIR).

Public-key message detection. The problem becomes more challenging when advanced coordination
between sender and recipient is not possible. This specifically includes the public key setting, where mes-
sages are transmitted from sender to receiver using only the recipient’s public key — as is the case with
many payment and messaging systems. One common pattern is to employ a public-key message detection
scheme. The folklore realization of this primitive uses public-key encryption to encrypt a “flag” ciphertext,
which contains a recognizable plaintext that can be detected by a recipient who possesses the appropriate
secret (“detection”) key. To detect incoming messages, the recipient performs trial decryptions on every
ciphertext retrieved from the mailbox. Variants of this approach are used by many protocols and deployed
systems [BCG+14, mon, BCOP04, LZ16].1

The trial decryption approach is very costly in terms of bandwidth, since the recipient must download
all ciphertexts. This has real-world impact on systems in which users have mobile data connections [Lee19].
To reduce bandwidth, recipients can “outsource” decryption work to the mailbox system by providing it
with a copy of the detection key (as is done in some cryptocurrency light wallets [Mon19]). Unfortunately,
revealing this key leaks critical data to the server: namely, the exact set of messages that are addressed to
a given recipient.

Fuzzy Message Detection. To reduce the privacy leakage of these outsourced detection schemes, we
propose a new cryptographic primitive: fuzzy message detection (FMD). Like a standard message detection
scheme, a fuzzy message detection scheme allows senders to encrypt flag ciphertexts that recipients can
detect using a secret key. But our schemes support a second, “fuzzy” detection key which is used by a
server for outsourced message detection. Unlike the user’s main secret, the fuzzy detection key will also
identify non-matching flag ciphertexts with some false positive rate. Crucially, the false positive rate is set
by the recipient and can be adapted dynamically even after messages are sent. Critically, when applied to
ciphertexts generated by honest users, the untrusted server must be unable to distinguish between a correct
detection result and a false-positive. As a result of this, the server will be unable to determine which
results are true matches, and which are accidental false positives that serve as “cover traffic” to disguise the
recipient’s true messages. This approach enables a form of dynamic k-anonymity in the public-key setting.

Our contributions. In this work we formalize the definition of FMD, and propose several viable construc-
tions with different properties. As a warm-up, we start by presenting a simple proposal which is capable
of supporting a restricted set of false-positive probabilities that have the form p = 2−n for non-negative
integers n. This scheme is general, in the sense that it can be built using any CPA-secure public-key en-
cryption scheme with specific properties. We then consider the more challenging problem of whether FMD
can achieve chosen-ciphertext security, and answer this question in the affirmative by proposing an efficient
CCA-secure construction. As a building block of independent interest, we formalize a type of public-key
encryption that has specific behavior when ciphertexts are decrypted under “wrong” secret keys; we call this
notion ambiguous encryption (AMB-PKE). Our constructions of this primitive can be realized in standard
cyclic groups where the CDH assumption holds.

We next turn to the much more challenging problem of designing FMD schemes that can operate on
more fine-grained false positive rates of the form p ≡ M

N for integers M,N . This requires us to investigate
a new notion of encryption that we call ambiguous functional encryption. To show that this our approach

1Alpenhorn uses other features to hide public key lookups and sender’s identity, but for metadata protection it simply
buckets messages and does trial detection for the recipient
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is practical, we instantiate such a fractional scheme using a form of bounded functional encryption realized
from a customized garbled circuit construction.

We perform microbenchmarks of two of our constructions. For our CCA-secure FMD scheme with
restricted probabilities of the form p = 2−n up to n = 24, flag ciphertexts are 68 bytes in size and require
1.927 ms to generate, while testing a match requires only 0.548 ms given a detection key with false positive
probability of 3%. For our more powerful fractional FMD scheme, ciphertexts are much larger; however,
generation takes 18.061 ms and testing a ciphertext requires 9.585 ms.

These benchmarks suggest that our FMD schemes are efficient enough for a number of applications. Most
directly, it can be combined with an online anonymous networking protocol like Tor to provide anonymous
store and forward messaging, which enables applications such as private payment detection in cryptocurren-
cies. It can also provide a service to bootstrap a shared secret necessary for communication in other protocols
such as [AS16, vdHLZZ15] and be used in protocols such as Apple’s FindMy for device tracking [fin].

To summarize, in this work we make the following contributions:

1. We introduce the notion of a fuzzy message detection (FMD) scheme to address the challenge of efficient
message detection in privacy-preserving store-and-forward systems. We formalize its correctness and
security under both CPA and CCA attacks.

2. We provide several constructions for FMD schemes, including an efficient scheme that supports re-
stricted probability as well as one that supports fine-grained probabilities. To build these schemes,
we introduce ambiguous encryption and ambiguous functional encryption, both of which could be of
independent interest.

3. We implement our efficient restricted probability construction and demonstrate its feasibility by giving
microbenchmarks.

2 Intuition

Intuitively, a fuzzy message detection (FMD) scheme is reminiscent of public key encryption but with some
crucial modifications. Key generation works as expected, but encryption is replaced by a randomized Flag
algorithm that, on input a public key (and no plaintext2) generates a flag ciphertext. Decryption is similarly
replaced by a Test algorithm that, on input a ciphertext and detection key, outputs whether a match occurred.
To generate the detection key, the scheme incorporates a new algorithm Extract that takes as input the
scheme’s “master” secret key sk and some intended false positive rate p.

The essential properties of an FMD scheme are threefold. First, given a detection key and any matching
ciphertext (i.e., one encrypted with the corresponding public key), the Test algorithm should always indicate
a match. At the same time, for an honestly-generated ciphertext that was encrypted under a different public
key, Test should indicate a false-positive match with probability approximately p, taken over the random
coins that were used to generate the ciphertext but chosen dynamically by the recipient even after a message
is encrypted. For privacy, we require a security property that we refer to as detection ambiguity: this holds
that an adversarial server who is given honestly-generated ciphertext(s) and a detection key must be unable
to distinguish between true and false-positive matches.

Detection ambiguity makes FMD more challenging to achieve than traditional security notions of public
key encryption, in which adversaries obtain only public keys, but do not receive secret key material.3 As a final
note, we stress that in our formulation, we do not attempt to hide the value of p from the adversary: indeed,
this would be challenging in the public-key setting, as the adversary can estimate this value statistically by
testing its own ciphertexts against a given detection key.

Ambiguous encryption. A major consideration in our work is the behavior of public-key encryption when
ciphertexts are decrypted with incorrect secret keys. While this has been considered, relatively little work has

2FMD schemes can also be modified to carry message data, but this can also be achieved by simply encrypting the necessary
data into a separate public-key encryption ciphertext. For generality we leave this mode out of our description.

3In the literature, the closest related notion is that of deniable encryption [CDNO97] which is used to achieve adaptive
security in protocols. Yet those techniques do not extend to our application in an obvious way.
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been given to formalizing such behavior. As a building block for our techniques, we must therefore formalize
a new cryptographic primitive: ambiguous encryption (AMB-PKE). In addition to the standard ciphertext
indistinguishability and key-privacy notions, ambiguous encryption must satisfy an additional property that
we call key ambiguity. A scheme achieves this notion with respect to some plaintext distribution D if the
following condition holds: given a set of honestly generated keypairs (including both public and secret keys),
as well as the encryption of an unknown plaintext sampled from D, no adversary can determine which public
key the ciphertext was encrypted with (except with negligible advantage). Our FMD constructions in this
work make use of single-bit and multi-bit ambiguous encryption schemes for the specific case of the uniform
distribution for bit encryption and larger plaintext domains, and we show how to construct these using
standard assumptions such as CDH.

FMD with restricted false-positive rates. As a first result, we show how to construct efficient FMD
that supports restricted values of p of the form p = 2−n for integers 0 ≤ n ≤ γ where γ is a constant shared
by all participants. The main ingredient in our construction is a uniformly-ambiguous bit encryption scheme.

Our construction leverages a natural property of uniformly-ambiguous encryption: namely, that decrypt-
ing an honestly-generated ciphertext with the “wrong key” produces a random plaintext In our simplest FMD
construction, each recipient generates a collection of independent keypairs for the underlying ambiguous bit
encryption scheme, and outputs the “public key” pkFMD = (pkAmb

1 , . . . , pkAmb
γ ). To encrypt a flag ciphertext,

the encryptor simply encrypts the plaintext bit “1” using each public key in the vector, and concatenates the
resulting ciphertexts. The detection key for a specific probability p = 2−n comprises a subset of n underlying
secret keys for the ambiguous encryption scheme: dsk ← (skAmb

1 , . . . , skAmb
n ). For i ∈ {1, · · · , n}, the Test

algorithm attempts to decrypt each ciphertext Ci with the corresponding secret key index, and outputs 1
if all decrypt to 1. The core of our analysis in later sections is to show that both detection ambiguity and
correctness flow directly from the security properties of ambiguous encryption.

While this basic construction is helpful as an intuition, using it as described above has some drawbacks.
Implementing the scheme naively, even with an efficient underlying ambiguous encryption scheme, will
produce relatively large flag ciphertexts. Moreover, the approach described above does not offer security
against chosen ciphertext attacks.4 In §6.2 we remedy these issues by presenting an efficient CCA-secure
variant of our scheme that has a ciphertext size comparable to standard (hash) Elgamal encryption, with
a security analysis in the random oracle model. As a further optimization, we discuss possible extensions
that achieve time-based revocation of detection keys, using techniques from the field of Identity-Based
Encryption [Sha84, BF01].

FMD with adaptive, fine-grained probabilities. While the restricted scheme above is quite efficient,
it suffers from a limited available selection of false-positive rates p = 2−n for integer values of n. Moreover,
these restrictions seem fundamentally challenging to remove. This raises a question: is it possible to define
FMD in which the receiver can select more precise values for the rate p? Such adjustments might be necessary
in order to adjust for variations in message traffic at the time of retrieval. As our second contribution, we
answer this question in the affirmative. Concretely, we propose a construction that supports fine-grained
values of p of the form p ≈ M

N for arbitrary integers 0 ≤M ≤ N,N > 0.
Supporting fine grained false-positive rates while retaining the security of an FMD scheme is non-trivial

because the false-positive rate p is not known to the encryptor at the time it generates a flag ciphertext;
indeed it may change after encryption.5 To illustrate the challenge, consider a strawman FMD construction
that works in the counterfactual situation where the rate p (and hence M,N) are fixed for all parties and
are known to the encryptor. Our construction assumes a uniformly-ambiguous encryption scheme with the
specific plaintext domain M = [N ], and it works as follows:

1. To generate a flag ciphertext, the encryptor samples a plaintext m uniformly from [M ] and encrypts
it under the receiver’s public key.

4Solving the latter problem in particular is non-trivial, given that many common techniques for constructing CCA-secure
public key encryption are incompatible with the ambiguity properties required from the underlying encryption. In particular,
any CCA-secure public key encryption scheme that provides secret-key dependent checks is unlikely to be ambiguous, as
decryption with the incorrect key will typically result in a decryption failure.

5Adaptive selection of p means that the receiver may select this value after seeing the ciphertext.
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2. The receiver sets its detection key dsk equal to the secret key for the ambiguous encryption scheme.
3. To test whether a ciphertext matches, the server decrypts with dsk to obtain m′, and outputs True if
m ∈ [M ].

Clearly, for a matched ciphertext, the test condition will always be satisfied. For a non-matched ciphertext,
it remains only to argue that the decrypted result must be approximately uniform in [N ] and hence will
satisfy the test equation with probability p ≈M/N . This is a specific property guaranteed by any ambiguous
encryption scheme, as we discuss in later sections. The problem with this approach is that it is difficult to
adapt to our definition of FMD, where the probability p used in the detection key can be chosen by the
recipient, quite possibly at a time subsequent to encryption. One can address part of this problem by fixing
a large denominator N for all users in the system; however, the numerator M may still be different for each
recipient. This prevents the encryptor from sampling a plaintext in the correct range and hence we cannot
ensure that matched ciphertexts will always evaluate correctly. Solving this is challenging. Since M is not
known at encryption time, plaintext sampling must somehow be deferred until after encryption has occurred.

A key observation of our work is that this problem can be addressed using functional encryption [BSW11]
with novel properties. In a functional encryption scheme for a function f , the sender encrypts some input x
under a master public key. Given a second value y, the holder of the corresponding trapdoor can extract a
secret key sky. An untrusted third party can now combine the ciphertext and secret key to obtain f(x, y).
If we allow each receiver to generate its own public parameters for an instance of a functional encryption
scheme, and define the function f to be a sampling function — where x represents some set of random
coins chosen by the encryptor, and y represents the range M — then functional encryption achieves the
correctness goal we desire. (Moreover, in a setting where each receiver generates a single detection key
per epoch, we require functional encryption that survives only bounded collusion [SS10].) The remaining
challenge is therefore to ensure that the resulting scheme is ambiguous, i.e., to ensure that an adversary
cannot distinguish a matched ciphertext from a mis-matched one that happens to satisfy the test conditions.
This is not a property that is envisioned by traditional functional encryption definitions, and this requires
us to develop new techniques.

In §7 we show how to achieve this goal. Our approach uses a new variant of Yao’s classical garbling
scheme to construct a special form of bounded function encryption. The novel contribution we offer is to
show that this approach can be made to provide ambiguity when the garbling process is slightly modified,
and combined with an ambiguous public-key encryption scheme. Achieving this is non-trivial: we must show,
among other things, how to evaluate a garbled circuit with possibly-incorrect labels, without revealing this
condition to the evaluator. While our scheme based on this construction yields larger ciphertexts than the
restricted scheme above, it provides a demonstration that our approach is viable. We leave the construction
of more efficient fractional FMD schemes as an open problem for future work.

3 Preliminaries

3.1 Public Key Encryption

A public key encryption scheme PKEis a tuple of polynomial time algorithms KeyGen,Enc,Dec with the
following interface:

KeyGen(1λ) → (pk , sk): a probabilistic algorithm that takes in the security parameter λ and produces a
public and private key.

Enc(pk ,m)→ c: a probabilistic algorithm that uses the public key pk to encrypt a message m and outputs
a ciphertext c.

Dec(sk , c)→ m or ⊥: a deterministic algorithm that takes in a secret key sk and a ciphertext c and outputs
the plaintext message m or ⊥ if decryption fails.
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Correctness. We require perfect correctness for correct decryption such that the following holds for every
message m ∈M where M is the plaintext domain of the encryption scheme and security parameter λ:

Pr

[
(pk , sk)← KeyGen(1λ);

c← Enc(pk ,m) : Dec(sk , c) = m

]
= 1

Security. We use the common indistinguishability definition which requires that the adversary cannot, in
laymen’s terms, learn anything about the encrypted message beyond the length, provided they have access
to only the public key and (potentially) an oracle O.

Definition 1 (Indistinguishability). Let PKE = (KeyGen,Enc,Dec) be a public key encryption scheme and
let the random variable IND-ATKb(PKE,A, λ) where A = {A1,A2}, b ∈ {0, 1}, ATK ∈ {CPA,CCA}, and
λ ∈ N denote the result of the following probabilistic experiment:

IND-ATKb(PKE,A, λ):

(pk , sk)← KeyGen(1λ)

(st,m0,m1)← AOsk (·)
1 (pk)

c∗ ← Enc(pk ,mb)

B ← AOsk (·)
2 (st, c∗)

Output B

When ATK = CPA, O returns ⊥ on all inputs. For ATK = CCA, the query O(c) returns ⊥ if c = c∗.
Otherwise, the oracle returns m = Dec(sk , c). The IND-ATK(PKE,A, λ) advantage of A is defined as

AdvIND-ATK
A (λ) =

∣∣∣∣∣Pr [ IND-ATK0(PKE,A, λ)⇒ 1 ]−Pr [ IND-ATK1(PKE,A, λ)⇒ 1 ]

∣∣∣∣∣.
.

3.2 Key Privacy

Key privacy was first introduced by Bellare, Boldyreva, Desai and Pointcheval [BBDP01]. The definition
covers a weak anonymity property that encryption schemes can have, whereby an adversary with only access
to public keys and a decryption oracle cannot tell which key was used to generate a ciphertext.

Definition 2 (Key Privacy). Let PKE = (KeyGen,Enc,Dec) be a public key encryption scheme and let the
random variable IK-ATKb(PKE,A, λ) where A = {A1,A2}, b ∈ {0, 1}, ATK ∈ {CPA,CCA}, and λ ∈ N denote
the result of the following probabilistic experiment:

IK-ATKb(PKE,A, λ):

(pk i, sk i)← KeyGen(1λ), ∀i ∈ {0, 1}
(st,m)← AOsk0,sk1

(·,·)
1 (pk0, pk1)

c∗ ← Enc(pk b,m)

B ← AOsk0,sk1
(·,·)

2 (st, c∗)

Output B

When ATK = CPA, O returns ⊥ on all inputs. For ATK = CCA, the query O(id , c) returns ⊥ if c = c∗.
Otherwise, the oracle returns m = Dec(sk id , c). The IK-ATK(PKE,A, λ) advantage of A is defined as

AdvIK-ATK
A (λ) =

∣∣∣∣∣Pr [ IK-ATK0(PKE,A, λ)⇒ 1 ]−Pr [ IK-ATK1(PKE,A, λ)⇒ 1 ]

∣∣∣∣∣.
.
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4 Definitions

Notation. Let λ be an adjustable security parameter, let poly(·) be a polynomial function, and let ν(·) be
a negligible function. We will use M to represent the plaintext domain of an encryption scheme, and C for

the ciphertext domain. For some probability distribution D over M we will use the notation m
D← M to

denote sampling an element according to the distribution D. If s is a bitstring, then we define s[i] to be the

ith bit of s. Finally, we use
c
≈ to denote computational indistinguishability between two distributions.

4.1 Fuzzy Message Detection

A Fuzzy Message Detection (FMD) scheme is a tuple of possibly probabilistic polynomial-time algorithms
(KeyGen,Flag,Extract,Test) and an optional Setup algorithm, all associated with a set P. These have the
following profile:

Setuppp(1
λ)→ pp : This optional algorithm generates global parameters pp.

KeyGenpp(1
λ) → (pk , sk) : On input a security parameter λ and optionally a set of global params pp,

outputs a public and secret key.

Flag(pk)→ C : On input a public key, this randomized algorithm outputs a flag ciphertext C.

Extract(sk , p) → dsk : On input a secret key sk and a false positive rate p ∈ P, this algorithm extracts a
detection key dsk , or outputs ⊥ if p /∈ P.

Test(dsk , C) → {0, 1} : The test routine, on input a detection key and a ciphertext, outputs a detection
result.

Our constructions may require common public parameters, such as the description of a shared cyclic group.
In this setting, we implicitly define an algorithm Setup that, in input a security parameter, generates these
common parameters for use in the key generation algorithm. Finally, the finite set P is defined as the set of
distinct false-positive rates p ∈ [0, 1] that are supported by the scheme.

We require that an FMD scheme satisfy several properties, which we refer to as correctness, fuzziness and
detection ambiguity. The latter property which ensures that an adversary cannot distinguish true matches
from false positive matches.

Correctness. Intuitively, an FMD scheme is correct if valid matches always satisfy the Test algorithm.
More formally, for all λ and for all p ∈ P the following equality must hold:

Pr

[
(pk , sk)← KeyGen(1λ); dsk ← Extract(sk , p);

C ← Flag(pk) : Test(dsk , C) = 1

]
= 1

Fuzziness. This property, presented in the following definition, enforces that invalid matches should produce
false positives with probability approximately p, taken over the random coins used in encryption and key
generation. Critically, this holds under the assumption that both ciphertext and detection key were generated
honestly.

Definition 3 (Fuzziness). Let Π = (KeyGen,Flag,Extract,Test) be an FMD scheme with the allowable
probability set P. We say that Π is fuzzy if there exists some n and a negligible function ν(·) such that for
all p ∈ P and λ > n: ∣∣∣∣∣∣∣∣∣ Pr


(pk , sk)← KeyGen(1λ);

(pk ′, sk ′)← KeyGen(1λ);

dsk ← Extract(sk , p);

C ← Flag(pk′) : Test(dsk , C) = 1

− p
∣∣∣∣∣∣∣∣∣ < ν(λ)
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Security. Security for an FMD scheme requires that an adversarial server must be unable to distinguish
between a true positive and a false positive, provided that ciphertexts and detection keys are honestly
generated. We refer to this property as detection ambiguity, and we define a corresponding experiment
under different attack variants, including a chosen plaintext and chosen-ciphertext variant.

Definition 4 (Detection ambiguity). Let Π = (KeyGen,Flag,Extract,Test) be an FMD scheme supporting
the allowable probability set P, and let the random variable DA-ATKb(Π,A, λ) where A = {A1,A2}, b ∈
{0, 1}, ATK ∈ {CPA,CCA}, and λ ∈ N denote the result of the following probabilistic experiment:

DA-ATKb(Π,A, λ):

(pk i, sk i)← KeyGen(1λ), ∀i ∈ {0, 1}
C∗ ← Flag(pk b)

(z, p)← A1(pk0, pk1, C
∗)

dsk i ← Extract(sk i, p), ∀i ∈ {0, 1}
if Test(dsk0, C

∗) = Test(dsk1, C
∗) and p ∈ P, then:

B ← AOsk0,sk1 (·,·,·)
2 (pk0, pk1, dsk0, dsk1, C

∗, z)

else:

B
$← {0, 1}

Output B

When ATK = CPA, O returns ⊥ on all inputs. For ATK = CCA, the query O(p′, id, C) returns ⊥ if C = C∗,
p /∈ P or id /∈ {0, 1}. Otherwise, the oracle computes dsk ← Extract(sk id, p

′) and returns Test(dsk , C).

The DA-ATK(Π,A, λ) advantage of A is defined as

AdvDA-ATK
A (λ) =

∣∣∣∣∣Pr [DA-ATK0(Π,A, λ)⇒ 1 ]−Pr [DA-ATK1(Π,A, λ)⇒ 1 ]

∣∣∣∣∣.
A fuzzy message detection scheme Π is DA-ATK-secure if ∀ n.u.p.p.t. algorithmsA and all p ∈ P, AdvDA-ATK

A (λ)
is negligible.

Selective Security. Throughout the text when we talk of security against a selective variant, we limit
the adversary to specifying p before receiving the public keys pk0, pk1. For schemes with a list of allowed
probabilities P that is of size polynomial in λ, selective implies adaptive with a corresponding security
reduction loss (see Appendix H).

Discussion and relationship to other security notions. The purpose of this definition is to ensure
that no adversary can distinguish whether a given result of the test algorithm stems from a “true” positive
or a false one. To prevent a trivial “win” condition for the adversary, we run the adversary only on keys and
ciphertexts where the output of Test is identical on both keys.

At first glance, this definition seems similar to key privacy
(IK-ATK) [BBDP01], since both definitions assume an attacker who must determine which public key a
ciphertext was encrypted with. Indeed, some form of key privacy will be necessary in our FMD schemes in
order to ensure privacy in cases where the server has not (yet) received a detection key for a given recipient.
Thus it is reasonable to ask whether detection ambiguity implies a form of key privacy for FMD ciphertexts.

The answer to this question is conditional. In standard key privacy definitions, the attacker receives a
challenge ciphertext C∗ encrypted under one of two public keys. However, those definitions do not include
any notion of a detection secret key, and hence omit our restriction that Test(dsk0, C

∗) = Test(dsk1, C
∗).

Because our definition has this stronger restriction on the distribution of ciphertexts, it does not seem easy
to prove that detection-ambiguity implies key privacy for all possible FMD schemes.
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However, we note that in the specific case of schemes that support 1 ∈ P (i.e., the scheme supports a
setting where the false-positive rate for detection keys can be increased to 100%), the fuzziness property of
the scheme ensures that the the relation Test(dsk0, C

∗) = Test(dsk1, C
∗) will be satisfied with probability

negligibly close to 1. It is easy to see that if there exists an attacker who succeeds in distinguishing the two
ciphertext distributions without access to the detection keys, then there must exist an attacker who succeeds
when given access to those keys. This implies that in schemes where 1 ∈ P, the detection-ambiguity property
implies key privacy. We formalize this below. For convenience in subsequent discussions, we will assume
that all constructions must support p = 1 as an allowable probability, and thus we do need not consider key
privacy as an additional security property.

Theorem 5. Let Π = (KeyGen,Flag,Extract,Test) be an FMD scheme that satisfies correctness, fuzziness,
and DA-ATK for ATK ∈ {CPA,CCA} with the condition that 1 ∈ P. Then Π provides a modified variant of
key privacy for FMD schemes (IK-ATK-FMD).6

A proof of Theorem 5 is sketched in Appendix A.

4.2 Ambiguous Encryption

Looking ahead, in order to build secure FMD schemes it will be helpful for us to develop public key encryption
schemes PKE = (KeyGen,Enc,Dec) that satisfy a disassociation between a ciphertext and the public/private
key pair it was created under. While related notions, such as key privacy (IK-ATK) [BBDP01], consider
attackers who have access to public keys, here we are interested in a different notion in which the adversary
has access to secret key material. We refer to this new formulation as ambiguous encryption (AMB-PKE).

Correctness and Indistinguishability. An ambiguous encryption scheme must satisfy the standard
correctness property of a public key encryption scheme. For a specific set of messages M, all λ and all
m ∈M:

Pr

[
(pk , sk)← KeyGen(1λ);

C ← Enc(pk ,m) : Dec(sk , C) = m

]
= 1

We further require that an ambiguous encryption scheme must satisfy (at least) the standard IND-CPA and
IK-CPA [BBDP01] security notions.

The novel requirement is the additional property of key ambiguity, which is defined with respect to a specific
probability distribution D over the plaintext space of the scheme. Intuitively, the ambiguity property requires
that an adversary cannot distinguish which public key a ciphertext was generated under, even when the
adversary is given all secret keys. Clearly this will not hold for all possible plaintext distributions. Our
definitions therefore require that the plaintext is sampled according to the distribution D. A scheme is
considered ambiguous with respect to a specific distribution D if the following definition holds.

Definition 6 (D-AMB). Let PKE = (KeyGen,Enc,Dec) be a public-key encryption scheme for the message
spaceM and let the random variable D-AMBb(PKE,A,D, λ) where b ∈ {0, 1}, D is a probability distribution
over M, and λ ∈ N, denote the result of the following probabilistic experiment:

6Specifically, we modify the IK-ATK game to replace encryption with the Flag algorithm, and decryption with the Test
algorithm. The adversary does not specify a plaintext to encrypt. We present the details in Appendix A.
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D-AMBb(PKE,A,D, λ):

(pk i, sk i)← PKE.KeyGen(1λ),∀i ∈ {0, 1}
b

$←− {0, 1}
m
D←M

C∗ ← PKE.Enc(pk b,m)

B ← A(D, pk0, pk1, sk0, sk1, C
∗)

Output B

The D-AMB(PKE,A,D, λ) advantage of A is defined as

AdvD-AMB
A (λ) =

∣∣∣∣∣Pr [D-AMB0(PKE,A,D, λ)⇒ 1 ]−Pr [D-AMB1(PKE,A,D, λ)⇒ 1 ]

∣∣∣∣∣.
Encryption scheme PKE is D-AMB secure if ∀ n.u.p.p.t. algorithms A, AdvD-AMB

A (λ) is negligible.

Definition 7. A scheme PKE is a D-ambiguous public key encryption scheme secure if it is (1) correct, (2)
satisfies the IND-CPA property, (3) satisfies the IK-CPA property [BBDP01], and (4) is
D-AMB secure.

Discussion. Note that the exact properties of the scheme depend on the nature of the distribution D. In
the remainder of this work, we will focus primarily on the uniform distribution over schemes with various
plaintext domains M. We refer to these as uniformly ambiguous encryption schemes. We note that an
exploration of how to achieve ambiguous encryption for alternative distributions may be valuable for other
applications than ours, though we leave this to future work.

Finally, we present a very useful theorem that applies to encryption schemes which are D-ambiguous. This
theorem shows that, regardless of which message m ∈ M is encrypted to obtain a ciphertext C, decryption
with an incorrect key produces a distribution that is computationally indistinguishable from the distribution
D. Note that this is not a theorem on correct decryption which obviously has the same distribution as the
input plaintext but a general theorem on the output of incorrect decryption.

Theorem 8 (Decryption with an incorrect key). Let PKE be a D-ambiguous public key encryption scheme
secure under CPA in the sense of Definition 7. Then ∀m ∈ M and sufficiently large λ, the output of the
following experiment is computationally indistinguishable from the distribution D over M:

ExpMsgIncorrect(PKE, λ):

(pk i, sk i)← PKE.KeyGen(1λ),∀i ∈ {0, 1}
C ← PKE.Enc(pk0,m)

Output PKE.Dec(sk1, C)

This theorem holds as a combined result of the IND-CPA security and ambiguity properties of the scheme.
First, we show that the outputs of incorrect decryption on any two plaintext distributions must be indis-
tinguishable, because if they were not an IND-CPA attacker would then be able to distinguish with non
negligible advantage. Therefore, every plaintext distribution behaves like D when looking at the output
of incorrect decryption and thus by ambiguity has a distribution according to D. We give a proof of this
theorem in Appendix I.
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KeyGen(1λ) :

a← Zq
pk ← ga

sk ← a

Return

pk , sk

Enc(pk ,m) :

k ← Zq
Return (H`(g

k, pkk) ⊕
m, gk)

Dec(sk , (c1, c2)) :

x← csk2
Return

H`(c2, x)⊕c1

Figure 1: H-ELG, a public-key encryption scheme that is uniformly-ambigous. Here g is the generator of a cyclic
group G of prime order q, which is generated by a common setup procedure (not shown). The hash function
H` : G× G→ {0, 1}` is a random oracle with an `-bit output. (` is variable and depends on the needed output size
of the encryption scheme)

5 Preliminaries

In this section we introduce building blocks that we will use in our main constructions.

Cyclic groups and group generation. Some constructions below require a cyclic group G where the
computational Diffie-Hellman (CDH) problem is assumed to be hard. Our schemes will make use of a setup
algorithm that generates a common cyclic group 〈g〉 = G of prime order q. In practical implementations,
this setup algorithm can be instantiated by employing standard cryptographic groups, or by sampling groups
using a random oracle and a short seed. For this reason and for simplicity of notation we will omit this setup
algorithm from many of our experiments.

5.1 Realizing Ambiguous Encryption

Our constructions of FMD require the existence of secure encryption schemes that satisfy the ambiguity
property for the uniform distribution over some plaintext domain M. It is thus reasonable to ask whether
or not such schemes actually exist.

Uniformly ambiguous encryption from CDH We answer the above question in the affirmative and
give an example of a well-known construction that achieves chosen-plaintext security under the computational
Diffie-Hellman assumption. Our basic CPA-secure construction H-ELG, which we present in Figure 1, is a
straightforward “hashed Elgamal” construction [ABR01] that employs a shared cyclic group G for all keys
generated at a specific security level, and a hash function H` : G×G→ {0, 1}`.7

Correctness and Security. Our scheme is a standard variant of hashed Elgamal, a scheme that has been
widely studied in the literature. As a result, we omit a detailed proof of correctness and of the IND-CPA or
IK-CPA properties. Instead we refer the reader to several existing proofs of security [ABR01, BS01, BBDP01],
which employ the computational Diffie-Hellman assumptions as well various assumptions about the nature
of the hash function H`.

8

It remains, therefore, to prove that the scheme satisfies the property of D-AMB where D is the uniform
distribution over the plaintext space {0, 1}`. Notably, for this proof we require no additional cryptographic
assumptions.

Theorem 9. The scheme H-ELG is secure in the D-AMB sense, where D is the uniform distribution over
{0, 1}`.

7Several approaches exist for implementing the hash function H in Elgamal in the literature and in folklore. The main
difference between these is the structure and cryptographic assumption used to model H, which can be realized as a hard-
core predicate of the Diffie-Hellman function [BS01, FGPS13], by employing standard hash functions and employing “hash”
Diffie-Hellman assumptions [ABR01], or by modeling H as a random oracle.

8These range from modeling H` as a random oracle model, to “hash computational Diffie-Hellman” assumptions, and
modeling H` as a hard-core predicate for the CDH function.
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A proof of Theorem 9 is given in Appendix D. Intuitively this proof is simple: observe that in the D
-AMB experiment, the H-ELG challenge ciphertext comprises a random group element and a bitstring c1 =
H`(g

k, pkk)⊕m where m itself is a uniformly random string. We describe a simulation in which the string c1
is constructed independently of the experiment bit b as is the remainder of the ciphertext, and therefore an
adversary’s advantage must be 0. More critically, this proof does not require any computational assumptions
for the hash function.

CCA security. Achieving CCA-security in ambiguous PKE is slightly more challenging, due to the fragile
nature of the ambiguity property. For example, many CCA techniques incorporate key-dependent ciphertext
integrity checks within the decryption algorithm (such techniques are used in DHIES [ABR14] and construc-
tions based on the Fujisaki-Okamoto transform [FO99].) The checks in these schemes will produce errors
with high probability when the decryptor attempts to decrypt with the the incorrect secret key.

Addressing this requires a CCA-secure construction that does not rely on key-dependent integrity checks.
One approach, which we use in this work, is to use a CCA-security construction based on tag-based public
key encryption (TBE) [Sho01, MRY04, AGKS05, Kil06]. A useful feature of these constructions, which
include the CHK transform [CHK04] and a similar proposal by Mackenzie et al. [MRY04] is that ciphertexts
incorporate a publicly-verifiable and key independent integrity check that relies on one-time signatures.
Using this technique eliminates the problems caused by key-dependendent ciphertext integrity checks. Thus
it remains only to show that the underlying TBE scheme is itself ambiguous, i.e., that decryption using the
wrong key does not produce any detectable condition.

Intuition for secure TBE in the random oracle model. In Section 6 we construct an appropriate TBE in the
random oracle model for use in our larger FMD constructions. Our construction is a variant of the H-ELG
scheme above, with the additional requirement that the “tag” for the scheme is fed into the input of the
hash function H at both encryption and decryption time. Our approach here is inspired by a technique
proposed by Abe and Okamoto [AKO09]. From a security perspective, the critical aspect of this scheme is
that decryption with an incorrect key produces a pseudorandom output which preserves (uniform) ambiguity.
We leave the problem of finding a standard-model ambiguous TBE to future work.

6 FMD with Restricted False-Positive Rates

In this section we first introduce several constructions that satisfy our definitions, for specific and restricted
false positive rates. Specifically, our next constructions will require that each allowed p ∈ P takes the form
p = 2−n for integers 0 ≤ n ≤ γ, where γ is a constant.

6.1 A basic FMD construction from Ambiguous Bit Encryption

In this section we formalize the simple FMD scheme we introduced in §2, and show that it achieves security
under chosen plaintext attack. This scheme is built from any public key bit encryption scheme that is both
uniformly ambiguous and IK-CPA secure, such as the H-ELG scheme from the previous section.

This construction, which we call FMD1, is presented in Figure 2.

Intuitively, the scheme is quite simple: each public key for the scheme comprises γ independent public keys
for the underlying ambiguous bit encryption scheme PKE, and each ciphertext consists of γ separate PKE
encryptions of the plaintext “1”, using each corresponding public key. To extract a detection key for some
probability p = 2−n, the keyholder simply reveals n of the corresponding secret decryption keys. The Test
algorithm operates as follows: a decryptor simply attempts to decrypt n of the sub-component ciphertexts,
and verifies that each decryption outputs 1. (In the special case where n = 0, then this test is deemed to
always succeed.)

Correctness, fuzziness and security for the scheme in Figure 2 depends on the properties of the underlying
ambiguous bit encryption scheme. We now prove that they hold.
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KeyGen(1λ) :

for i ∈ [γ] :

pki, ski ← PKE.KeyGen(λ)

pk ← (pk1, . . . , pkγ)

sk ← (sk1, . . . , skγ)

Extract(sk , p = 2−n) :

(sk1, . . . , skγ)← sk

Return (sk1, . . . , skn)

Flag(pk) :

(pk1, . . . , pkγ)← pk

C ← PKE.Enc(pk1, 1) · · ·PKE.Enc(pkγ , 1)

Return C

Test(dsk , C) :

(sk1, . . . , skn)← dsk

(C1, . . . , Cγ)← C

s← PKE.Dec(sk1, C1) · · ·PKE.Dec(skn, Cn)

if s = 1n :

Return 1

Return 0

Figure 2: A CPA-secure FMD scheme FMD1 supporting restricted values of p (p ≈ 2−n). PKE = (KeyGen,Enc,Dec)
is a uniformly-ambiguous bit encryption scheme, which can be realized using H-ELG from §5.1.

Theorem 10. Let FMD1 = (KeyGen,Flag,Extract,Test) be the scheme given in Figure 2, and let PKE be
a uniformly-ambiguous public key encryption scheme (in the sense of Definition 7) with plaintext domain
{0, 1}. Then FMD1 is correct and “fuzzy” (in the sense of Definition 3.)

For a proof of Theorem 10 see Appendix B.

Theorem 11. Let PKE = (KeyGen,Enc,Dec) be a uniformly-ambiguous bit encryption scheme in the sense
of Definition 7. Then FMD1 is DA-CPA secure for the set P = { 1

2n | n ∈ [γ]}. Moreover, let A be an adversary
in the selective version of the DA-CPA definition for the scheme in Figure 2. Then for any particular p = 1

2n ,
there exists an adversary B against the IK-CPA security of PKE, and an adversary E against the D-AMB
security of PKE such that

AdvDA-CPA
A (λ) ≤ (γ − n)AdvIK-CPA

B (λ) + 4n ·AdvD-AMB
E (λ).

For a proof of Theorem 11 see Appendix C.

6.2 A CCA-secure restricted FMD construction

The previous construction suffers from two chief limitations. First, each FMD ciphertext comprises up to γ
full ciphertexts for the underlying ambiguous PKE scheme, which leads to poor bandwidth efficiency. More
critically, ciphertexts are insecure when an attacker has access to a Test oracle that can be used to decrypt
chosen ciphertexts. The reason for this is straightforward: not only is the underlying PKE scheme potentially
vulnerable to CCA attacks in its own right, but an attacker may be able to maul a challenge FMD ciphertext
in other ways, e.g., by simply changing the order of the component ciphertexts. To address these issues, we
construct a more efficient direct scheme that achieves CCA-security in the random oracle model for restricted
values p = 2−n.

We take as a starting point our hashed Elgamal construction H-ELG, and we modify it first to support
encryption under up to γ public keys in a single ciphertext, using a single random element u = gr. We next
produce a tag-based encryption scheme by incorporating a tag (u,w) into the input to the hash function
H within the encryption algorithm. If H is modeled as a random oracle, then any change to this tag will
result in a random bit upon decryption. Recall that u is the first (shared) element of the Elgamal ciphertext.
The value w corresponds to a chameleon hash [KR00] computed on the message (0, z), where z is chosen at
random. Once the ciphertext has been computed, we use a master trapdoor for the chameleon hash (which
is part of the scheme’s secret key) in order to compute a collision (y,m) where m is a hash of the remaining
components of the ciphertext. In this scheme w can be viewed as a public key for a one-time signature, and
the resulting hash collision can be viewed as a signature, which fits within the CHK paradigm [CHK04]. We
present the resulting construction in Figure 3.
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KeyGen(1λ) :

g
$← G

for i ∈ [γ] :

xi ← Zq
hi ← gxi

sk ← (x1 . . . xγ)

pk ← (g, h1, . . . hγ)

Return sk , pk

Extract(sk , p = 2−n) :

(x1, . . . , xγ)← sk

Return (x1, . . . , xn)

Flag(pk) :

g, h1, . . . hγ ← pk

r
$← Zq

u← gr

z
$← Zq

w ← gz

for i ∈ [γ] :

ki ← H(u‖hir‖w)

ci ← ki ⊕ 1

m← G(u‖c1‖ . . . ‖cγ)

y ←
[
(z −m)r−1

]
(mod q)

Return (u, y, {ci}i∈[γ])

Test(dsk , (u, y, {ci}i∈[γ])) :

x1, . . . xn ← dsk

m← G(u‖c1‖ . . . ‖cγ)

w ← gm · uy

for i ∈ [n]:

ki ← H(u‖uxi‖w)

bi ← ki ⊕ ci
if bi = 1, ∀i ∈ [n] :

Return 1

else:

Return 0

Figure 3: A CCA-secure efficient FMD scheme, FMD2 supporting restricted values of p (p ≈ 2−n, n ≤ γ). The
constant γ is a global parameter and G is a common group of prime order q, generated by a setup procedure that is
not explicitly described. H : G3 → {0, 1}, G : Gγ+1 → Zq are hash functions.

Theorem 12. Let FMD2 = (KeyGen,Flag,Extract,Test) be the scheme given in Figure 3. Then FMD2 is
correct and “fuzzy” (in the sense of Definition 3.)

A proof of Theorem 6.2 is given in Appendix E.

Theorem 13. Let FMD2 = (KeyGen,Flag,Extract,Test) be the FMD scheme in Figure 3. Then FMD2 is
secure under DA-CCA where P = { 1

2s | s ∈ [γ]}. More specifically, suppose A is an adversary who defeats
the selective version of the DA-CCA game using qH queries to hash oracle H, qG queries to oracle G, and qD
decryption queries running in time τ . Then there exists a discrete log adversary B running in time at most
τ + 3 · gOP and a Gap-DH adversary C running in time at most τ +O(qd(q

2
H + qH · n)), where:

AdvDA-CCA
A (λ) ≤ qG

q
+ AdvDLOG

C (λ) + qH ·AdvGap-DH
B (λ).

For a proof of Theorem 13 see Appendix F.

6.3 Revocation and compact public keys

A practical limitation of the above schemes is that detection keys, once issued, cannot be revoked; nor can
the probability p be changed over time. A simple approach to addressing this problem is for recipients to
generate and distribute new public keys on a routine basis, e.g., once every time epoch. Unfortunately, this
dramatically increases the size of the public key material that must be distributed. An alternative approach
is to replace the underlying PKE scheme with an appropriate ambiguous Identity Based Encryption (IBE)
scheme, where each “identity” used by the encryptor represents a time period. An additional advantage of
this approach is that we can reduce the size of each individual public key by a factor of γ, replacing the
vector of public keys with a single set of IBE master parameters. The Elgamal-based scheme of the previous
section can be modified by replacing the Elgamal primitive with an IBE key encapsulation mechanism based
on the Boneh-Franklin IBE scheme [BF01]. We present the full construction in Appendix G.

7 Constructions with fractional false-positive rates

Our previous schemes are limited to allowable false-positive rates p such that p = 2−n. However, applications
exist where such limitations on p are undesirable. In this section, we present a feasibility result, constructing
a scheme that supports more granular rates of the form p = M

N . As described in section 2, the key idea
in our construction is to leverage a form of bounded functional encryption [SS10] for a sampling function

14



f : {0, 1}κ+γ × {0, 1}γ → {0, 1}γ , where the first input corresponds to a set of random coins selected by the
encryptor, and the second input encodes an integer M chosen by the receiver. The function must output a
(nearly) uniform value in the set [M ].

Intuition. We can characterize all of our previous constructions as the concatenation of many instantiations
of a single bit encryption scheme where for each ciphertext bit, the probability of decrypting incorrectly and
receiving the sentinel value used for flagging is 1

2 due to the ambiguity properties of the underlying encryption
scheme. By providing a subset of n secret keys to the decryptor, we can reduce the match probability to
2−n. The challenge with these schemes is that some false-positive rates are difficult to reach. Probabilities
such as 1

3 could be accomplished by simply increasing the plaintext domain of the underlying ambiguous
encryption scheme from |M| = 2 to |M| = 3. But probabilities like 3

4 seem fundamentally challenging to
achieve using this approach.

Suppose we relax the requirement that the sender not know the probability p. How could we achieve
an arbitrary probability of p = M

N (for 0 ≤ M ≤ N) in this setting? If we assume both parties have
access to a uniformly-ambiguous PKE scheme with a plaintext domain M of size N , at least one answer
seems straightforward: fix a subsetM′ ⊂M that contains only M elements. The sender samples uniformly
fromM′ and the test algorithm checks if the plaintext resulting from decryption is withinM′. For matched
ciphertexts, this test will always succeed. For mismatched keys and ciphertexts, decryption should produce a
result that is (nearly) uniformly distributed in the full plaintext spaceM. Thus, provided there is an efficient
algorithm for checking membership inM, this solution achieves an arbitrary probability of decryption equal
to M

N .
The problem with this approach is that, while we can reasonably fix the value N as a constant within

an FMD construction, the sender will not know M or the set M′ at the time of encryption, and thus
cannot sample a plaintext from this subset. Indeed, M may not be selected until after a ciphertext has been
constructed. Addressing this requires a way to allow the sender to delay the sampling process until after
the receiver has chosen M . One way we can accomplish this is by using a functional encryption scheme
with ambiguity properties, wherein the sampling process is itself embedded within the decryption procedure.
Such schemes do not, to our knowledge exist, and thus we must derive the necessary properties directly.

Scheme Overview. Our scheme operates as follows. Each recipient generates a set of 2γ public keys
for a (uniformly) ambiguous public-key encryption scheme with plaintext space {0, 1}λ. The encryptor
now constructs a boolean circuit C that implements the function f(R,M), where one set of input wires
corresponds to the sender’s random coins R, and a second set corresponds to the receiver’s input M . To
produce a flag ciphertext, the encryptor now garbles C using a modified garbling scheme that we describe
below. This scheme produces a pair of wire labels for each input wire, with each label in the domain {0, 1}λ.
The encryptor samples R ∈ {0, 1}κ+γ and outputs the garbled circuit, along with the subset of labels that
encode R. For each of the m input wires that correspond to the receiver’s input, the encryptor encrypts
each of the two labels using a distinct public key produced by the recipient, and outputs the full set of
ciphertexts. To extract a detection key for some specific value M , the recipient simply determines which bit
on each input wire of the circuit encodes the integer M that it chooses, and outputs one secret key for each
wire to the server. The server operator can now decrypt exactly one encrypted label for each input wire,
such that the full collection corresponds to the value M chosen by the recipient. It evaluates the garbled
circuit on input labels corresponding to R and M to obtain a (plaintext) output O. The Test algorithm is
deemed to output 1 iff O < M .

The novel contribution in our construction is a garbled circuit scheme that is ambiguous. Since we are
concerned only with cases where Test outputs 1, the key is to ensure that an adversary cannot distinguish
between the function output f(R,M) and a uniform output O that happens to satisfy O < M . To do this,
we design a garbling scheme in which incorrect evaluation (with random labels) cannot be distinguished from
correct execution of a function that has an output with a (nearly) uniform distribution. While Yao’s original
scheme does not provide this property, we are able to achieve it by using a variant of the point-and-permute
technique [BMR90]. Our final observation is when the server decrypts the ambiguous public-key ciphertexts
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KeyGen(1λ) :

For i ∈ |I2|, v ∈ [0, 1]

(pkvi , sk
v
i )← PKE.KeyGen(1λ)

mpk ← {pkvi }i∈|I2|,v∈[0,1]
msk ← {skvi }i∈|I2|,v∈[0,1]
Return (mpk ,msk)

Extract(msk , p) :

{skij}i∈[0,1],j∈|I2| ← msk
M
2γ ← p

z ← bin(M)

Return (z, {sk
zj
j }j∈|I2|)

Flag(mpk) :

{pkij}i∈[0,1],j∈|I2| ← mpk

C̃, {Lij}i∈[0,1],j∈|I1∪I2| ← AGarble(λ,C)

R
$← {0, 1}|I1|

For i ∈ [0, 1], j ∈ [|I2|] do

cij ← PKE.Enc(pkij , L
i
|I1|+j

)

Return C̃, {cij}i∈[0,1],j∈|I2|, {L
Ri
i }i∈|I1|

Test(dsk , C) :

(z, {dski}i∈|I2|)← dsk

C̃, {cij}i∈[0,1],j∈|I2|, {Lj}j∈|I1| ← C

for j in [|I2|]:
L|I1|+j ← PKE.Dec(dskj , c

zj
j )

t← AEval(C, C̃, {Lj}j∈|I1∪I2|)
if integer(t) < M :

Return 1

else:

Return 0

Figure 4: FracFMD, an FMD scheme that uses a uniformly-ambiguous public key encryption scheme PKE with
plaintext space {0, 1}λ and our garbled circuit scheme (AGarble,AEval) from §7.1. The scheme embeds the description
of a circuit C : {0, 1}κ+γ × {0, 1}γ → {0, 1}γ that implements the function f(R,M) = R mod M where R,M are
treated as non-negative integers, |I1| = κ + γ, and |I2| = γ. The function integer(·) converts a bitstring into an
integer. The function bin(·) converts an integer to a γ bitstring.

using an incorrect collection of secret keys, the ambiguity property of the encryption scheme ensures that
the distribution of the resulting labels will be close to uniform.

Our construction is presented in its entirety in Figure 4. For simplicity, we specify a double key encryption
scheme defined as Enc(k0, k1,m) where each of k0, k1 and m is of length λ bits. For the sampling function
we employ the circuit f(R,M) = R (mod M) with the assumption that the bit length of R is sufficiently
long enough to minimize bias following the modular reduction.

7.1 An “ambiguous” garbling scheme

Our approach requires a variant of Yao’s garbling scheme [Yao86] that provides an ambiguity property.
Specifically, we require that an adversary cannot distinguish between a correct evaluation of a garbled
circuit, and an “incorrect” evaluation in which the receiver’s input labels have been replaced with random
strings. Naturally this definition is highly dependent on the properties of the specific circuit being evaluated.
To sidestep this issue, we define our security property in terms of a simulation-based definition which we
present further below.

Our garbling scheme provides two algorithms: AGarble and AEval. Our implementation of AGarble takes
as input a circuit C and a security parameter λ. It produces a garbled circuit C̃ along with a set of labels
{Li,v}i∈I,v∈{0,1} one for each input wire and each value the wire can take. The algorithm AEval takes a

garbled circuit C̃ as input along with a set of labels {Li,xi}i∈I and produces some output {zi}i∈O. The
garbling scheme differs from the classical scheme of Yao in one significant way: Yao’s scheme (and variants)
incorporate decryption checks, which will cause evaluation to fail with high probability when conducted
using the wrong input labels. We note that this condition can be eliminated by employing the “point and
permute” technique first introduced in [BMR90]. In this approach, each gate evaluation will always succeed,
even if the wrong input labels are used.
As with a classical garbling scheme, we require double key encryption scheme Enc(k0, k1,m). For our purposes
we define Enc(k0, k1,m) = PRG(k0, k1, |m|) ⊕m where PRG(k0, k1, `) is a two-key pseudorandom generator
with output length ` bits.

I AGarble(λ,C) : Garbling a circuit C produces |C| garbled tables and |I| “keys” by first generating three

values for every single wire i ∈ I ∪ W: Li,0
$← {0, 1}λ, Li,1

$← {0, 1}λ, ri
$← {0, 1}. The first two are

labels corresponding to the wire values 0 and 1 respectively while the last is a permute bit (also known as
a mask).
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Let G be a gate in C with input wires α, β, output wire δ, and g : {0, 1} × {0, 1} → {0, 1} the function

this gate computes. Let â = a⊕ rα, b̂ = b⊕ rβ , Lα,â, and Lβ,b̂ be the labels and masked bits the evaluator
holds when evaluating the table where a is the true value of wire α and b the true value of wire β. We
construct the garbled table of G by enumerating through the possible values of â and b̂ as follows:

Garbled Output

Enc(Lα,0, Lβ,0, (Lδ,g(rα,rβ)⊕rγ‖g(rα, rβ)⊕ rδ)
Enc(Lα,0, Lβ,1, (Lδ,g(rα,rβ)⊕rδ‖g(rα, rβ)⊕ rδ)
Enc(Lα,1, Lβ,0, (Lδ,g(rα,rβ)⊕rδ‖g(rα, rβ)⊕ rδ)
Enc(Lα,1, Lβ,1, (Lδ,g(rα,rβ)⊕rδ‖g(rα, rβ)⊕ rδ)

Equivalently, at each row 2 · â+ b̂ of this table we store the value Enc(Lα,â, Lβ,b̂, Lδ,g(a,b)⊕rδ‖g(a, b)⊕ rδ).
This ensures that when the evaluator decrypts using Lα,â and Lβ,b̂ they receive the evaluation of the gate
on the unmasked inputs hidden by the mask bit of the next wire.

Every internal gate in the circuit is garbled in this fashion. Those gates connected to the output wires of
the circuit are garbled differently: for the ith output gate, instead of encrypting labels, the table directly
encrypts the output gate value g(a, b).

I AEval(C, C̃, {LI}) : The AEval algorithm is relatively straightforward. Using labels and masked bits
{LI}, the evaluator evaluates the circuit top down, decrypting the rows in each table according to the
permute bits and the given labels before outputting the values it gets from the final output gate tables.

7.2 Fractional FMD construction

We present our complete FMD construction FracFMD for fractional false-positive rates in Figure 4. The
scheme makes use of an ambiguous garbling scheme (AGarble,AEval), as well as a uniformly-ambiguous
CPA-secure public-key encryption scheme PKE with plaintext domain M = {0, 1}λ.9

Correctness of the scheme is based on the correctness of the underlying ambiguous garbling scheme and
public-key encryption. We now consider the fuzziness and security properties.

Theorem 14. Let (AGarble,AEval) be the garbling scheme specified in section 7.1 and let PKE be a
uniformly-ambiguous public key encryption scheme secure in the sense of Definition 7. Then FracFMD =
(KeyGen,Extract,Flag,Test) is fuzzy in the sense of Definition 3.

Proof. Fuzziness is proven directly by the fact that PKE is uniformly ambiguous and by Enc being pseudo-
random. From Theorem 8, the input that is given to C̃ are uniformly random strings. Because encryption is
XOR with a pseudorandom string, decrypting table rows will never result in ⊥ and since the adversary never
learns the actual labels used to garble the circuit, each evaluated row is indistinguishable from the uniform
distribution over {0, 1}λ+1. Now consider the output gates denoted as h0 . . . hγ where hi = PRG(Laα, L

b
β)⊕oi.

Again, the decryptor in this case does not know Laα or Lbβ so by the security of the PRG, hi is uniform for all

i and the output o ∈ {0, 1}γ of the circuit is uniform. Let probability p = M
N so that Test(dsk , C) = 1 occurs

when the output of the circuit is less than M . The probability that o is less than M is simply M
2γ = M

N and
thus the scheme is fuzzy.

Theorem 15. FracFMD is DA-CPA secure.

9The latter scheme can be realized using a multi-bit variant of the H-ELG construction of §5.1.
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A proof of this theorem is included in Appendix J for details. Here we provide some intuition for why our
garbled circuit scheme can achieve security against a DA-CPA adversary.

For simplicity we begin by considering a strawman attacker that is selective. We will then modify our
approach to the adaptive definition. Our overall approach is to show that we can construct a ciphertext
independent of the public key chosen by the bit b, and that with some probability this ciphertext will produce
correct outputs satisfying the Test condition for both detection keys.

There are two things that depend on b: the ciphertexts encrypting the input labels and the evaluation of
the garbled circuit. By the ambiguity of the public key encryption scheme, decrypting the labels with the
wrong keys should produce the uniform distribution, which is the same distribution used for label sampling.
We now turn our attention to the garbled circuit. If we replace the encrypted tables with uniform values,
the evaluator can distinguish either by discrepancies in decrypting internal gate or final circuit output.
Because the internal gates encrypt uniformly random values, the output of incorrect decryption appears
uniformly random to the adversary if they do not have access to the real secret key. For similar reasons, the
output of incorrect decryption is also uniform in the range specified by the number of output wires. Since
correct functionality outputs a value uniformly in [0,M), incorrect evaluation that falls into this range is
indistinguishable from correct.

If the adversary was selective, we would be done since we can simulate by generating a random ciphertext,
testing it against both detection keys, and then retrying as needed. This approach would require that we
generate an expected 1

p2 ciphertexts. The challenge in our proof is that the adversary is adaptive, and can
select a new p each time we rewind. If the number of allowed probabilities P was polynomial in the security
parameter, we could simply guess the probability p that will be selected by the adversary, and abort when
our guess is incorrect. Unfortunately the cardinality of P could be exponential in the security parameter.
Instead, we take advantage of the fact that the probability of constructing a garbled circuit C which evaluates
to a false positive depends entirely on the adversary chosen probability M . Take the smallest probability
pmin that is non-negligible. This must exist and probabilities higher or equal to this must be asked for
sufficiently often or else the adversary has no advantage. Then we know the lower bound on the expected
number of retries is 1

p2min
and the normal selective analysis actually still holds.

8 Implementation and Evaluation

We implemented two of the schemes from the previous sections and conducted a set of experiments to
determine the efficiency of these constructions in practical settings.

Table 1: Microbenchmarks for FMD2 (as described in Figure 3) with a maximum false positive rate of 2−15 (γ = 15).
Note that KeyGen and Flag execution time is independent of p.

ciphertext size KeyGen (time) Flag (time) p Test (time) Extract (time)

68 bytes 0.447 ms 1.927 ms

2−5 0.548 ms 96.8 ns

2−10 0.933 ms 108 ns

2−15 1.311 ms 123 ns

Table 2: Microbenchmarks for FracFMD (as described in Figure 4). All experiments use the statistical parameter
κ = 40. We give the complexity of the sampling circuit in terms of the number of non-XOR gates because XOR gates
do not have any impact on the garbled circuit size.

FracFMD denominator size (2γ) # non-XOR gates Ciphertext (size) KeyGen (time) Flag (time) Test (time) Extract (time)

28 5,757 gates 318,530 bytes 0.298 ms 18.061 ms 9.585 ms 196 ns

224 21,925 gates 1,230,914 bytes 0.894 ms 66.672 ms 35.653 ms 355 ns
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8.1 Implementation

We implemented both the FMD2 and FracFMD schemes in Go. For FMD2 we realized the group G using
the curve secp256r1 provided in Go’s elliptic library [Goo], using point compression for ciphertext seri-
alization. The hash functions G,H use Go’s SHA-256 implementation with unique prefixes. For FracFMD
we realized the uniformly ambiguous encryption scheme using an implementation of the H-ELG scheme with
plaintext size ` = 128 bits over the same elliptic curve. To implement the sampling functions for the garbled
circuit, we wrote two short C programs computing a mod B with hardcoded B ∈ {28, 224} and a an integer
of size 48 bits and 64 respectively (this encodes a κ = 40 bit statistical security parameter for the sampling
function.) We compiled each circuit using the CBMC-GC compiler [FHK+14] (as packaged by Hastings et
al. [HHNZ19].) Finally, we wrote a garbled circuit implementation in Go using the BLAKE hash function
for encryption, and employing both the point-and-permute and Free-XOR optimization of Kolesnikov and
Schneider [KS08].

8.2 Evaluation

Our evaluation section covers the following: a very preliminary exploration of the effect of parameter choices
on anonymity properties, potential applications of FMD, microbenchmarks for both FMD2 and FracFMD
with varying values of p and γ, and lastly an analysis of the efficiency of utilizing FMD2 in a simple end-to-
end deployment scenario. Our experiments show that FMD is not the bottleneck in at least some real world
scenarios. The end to end evaluation was conducted on a laptop with an i7-8550U processor at 1.80GHz using
16 GB RAM and running Ubuntu 18.04. For the microbenchmarks evaluation was done on a laptop with an
i5-1038NG7 processor at 2.00GHz using 32 GB RAM and running macOS Big Sur. Microbenchmarks were
computed using Go’s benchmarking tool.

Selecting the parameters p, γ. One critical decision that must be made when using fuzzy message
detection is selecting the appropriate parameters for a specific application scenario. Parameter choice will
depend on the number of total messages at the server, the number of users, and the recipient’s expected
traffic.

Lewis’s Attacks After seeing an unpublished manuscript of our work, an independent researcher Lewis [Sar21a]
implemented FMD2 and examined FMD at a conceptual level to determine how resilient it is to de-
anonymization attacks. This work observes that the privacy received is dependent on parameter selection,
which is application specific. Lewis explores differential attacks in which a curious server learns that a subset
of messages are intended for one recipient and uses this to identify the receiver. She also investigates different
statistical attacks, including ones which identify if a recipient has received any message in a given time-frame
and even an attack which uncovers the recipients for a small subset of messages with a low false positive
rate. Importantly, the most egregious of these (i.e. identification of the receiver) can hopefully be mitigated
by attempting to prevent the leakage of meta-data to the server. For example, having senders connect via an
anonymous network to send messages will help prevent link identification from statistical attacks and having
some users download all messages will help prevent differential attacks. For a more in-depth exploration
with an existing simulator for exploring parameter choices, and preliminary heuristic guidelines see the other
work at [Sar21b].

Case Study: Cryptocurrency To better understand how to select the false positive rate, we present
a simple case study of a cryptocurrency application where every transaction has only one recipient. We
solely consider trivial attributions as defined by Lewis [Sar21b], meaning a transaction is sent to only one
recipient. We assume there are 400,000 unique recipients and that the average number of transactions per
day is 300,000, which approximately represents the daily level of traffic seen by Bitcoin [bit]. In Table 3, we
calculate an upper bound on the probability of at least one trivial attribution over the course of a day, a
month, and a year, assuming all users use the same probability p. As p decreases, the probability of a trivial
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p
Time Period

1 day 1 month 1 year

5× 10−4 3.951× 10−82 1.185× 10−80 1.422× 10−79

3.3× 10−4 3.650× 10−53 1.095× 10−51 1.314× 10−50

1.7× 10−4 3.325× 10−24 9.976× 10−23 1.197× 10−21

Table 3: Upper bounding probability of trivial attribution in potential cryptocurrency application. Values of p
correspond to 150, 100, and 50 expected false positives, assuming no messages addressed to the receiver.

attribution increases drastically. However, we can tune p to a more reasonable value that minimizes both
the number of incorrectly addressed messages received and the probability for trivial attribution.

Potential Applications One of the main avenues we see for FMD is as a supplemental tool in anonymous
communication systems for providing probabilistic receiver anonymity with low client overhead. Another
direction for FMD is in providing a variant of differential privacy. On its own, FMD does not provide
DP guarantees. However, we believe we can achieve something close to randomized response by augmenting
our scheme with a false negative rate p′. If we set p = p′ and change our setting, we can likely achieve
(ln 1−p

p , 0) bounded differential privacy. We conjecture this false negative rate can be obtained by modifying
our circuit in the FracFMD scheme to use extra random coins from the sender to decide whether to output
something uniform in the range [0,M) or [M, 2γ). It is less clear how our other schemes could be modified
to support this capability: just as with the false positive rate, a false negative and a true negative must be
indistinguishable from one another. This disqualifies trivial attempts to modify the detection key for our
bit-wise schemes by lying about the secret key at a particular index. Adding a false negative rate would
affect both usability and security. We leave a full exploration of this and other application scenarios to future
work.

Microbenchmarks for restricted FMD Table 1 gives baseline performance for the restricted FMD2
scheme at γ = 15 with a minimum fuzziness of 2−15 (i.e. ciphertexts encoded 15 flag bits). The ciphertext
size is reasonably small and decryption time grows only slightly as p gets smaller.

Microbenchmarks for Fractional FMD We evaluated the FracFMD scheme with parameter γ ∈ {8, 24},
assuming optimizations for Free-XOR and point-and-permute with a 120-bit encryption key size.10 We
observe that encryption and test times depend on the circuit size, which is a function of the denominator.
Hence we ran our benchmarks on random numerator values. For a setting that supports fractional values x/28

we calculated a ciphertext size of 318,530 bytes and for fractional values x/224 the size was 1,230,914 bytes.
Fractional FMD scheme appears to have small overhead in terms of encryption and test operations; the
major cost is the large ciphertext size, due to the use of garbled circuits. This motivates the development of
improved ambiguous functional encryption, which could produce more efficient fractional FMD constructions.

End-to-End Evaluation We expect system performance to be governed primarily by two parameters:
(1) the frequency with which recipients query for messages relative to how frequently messages are sent (this
affects queue size), and (2) load on the server as a function of the the number of concurrent clients.

Experimental setup For our experimental setup, we script clients on a separate server to both send and
receive messages. We arbitrarily detection probability at 1 in 32. I.e., testing is done with the first 5 keys out
of a total of 60. For our experiments, recipients query the server directly instead of via Tor. This eliminates
Tor’s large latency variability in our experiment.

10We store labels in a 16-byte field, using 15 bytes to store labels and 1 byte to store the selector bit for point-and-permute
(padded with 7 random bits.)
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Figure 5: Performance in an end-to-end scenario.

Results Results are given in Figure 5. Experiment 1 confirms our intuition: as the number of messages
being processed per recipient rises, the time to handle each request increases linearly. Experiment 2 is more
surprising. We expected to see the server swamped under load at which point throughput would degrade.
Indeed we observe this around six minutes into the experiment. Shortly thereafter, however, the server fails
to handle message submissions. This is not due to the overhead of processing test requests, but due to the
MySQL connection limit triggering on sender message submission. This operation does not involve our FMD
scheme, however; rather, it indicates that our application reaches the limit of its ability to process submitted
messages.

9 Related Work

A number of systems provide metadata privacy for store-and-forward networks. Nearly all approaches rely on
an out of band shared secret. Fuzzy Message Detection can be seen as a way to bootstrap such a secret. Using
a shared-secret, Pung [AS16] constructs fully anonymous messaging from a generic keyword PIR [CGN98]
scheme. The keyword PIR serves as a message store with messages located at a random identifier derived
from a secret shared between the sender and recipient. Similarly DP5 [BDG15] uses PIR to provide presence
notification again assuming shared secrets. Signal’s Sealed Sender [Lun17] feature hides the sender of a
message, but not the recipient, from the server.

The notable exception is Alpenhorn [LZ16]. which is explicitly meant to bootstrap anonymous commu-
nication given no prior interaction. At its core, Alpenhorn uses a mixnet to deliver an encrypted message to
a bucket H(username@email.com) mod k where k is the number of messages in the current round. Clients
download all messages in that bucket and trial decrypt to locate their friend requests. It is in essence the
same “download everything” and trial decrypt approach we wish to refine. Alpenhorn’s approach funda-
mentally requires at least one honest server in the mixnet to achieve privacy. When used with the Vuvuzela
Mixnet [vdHLZZ15], it provides differential privacy. In contrast, fuzzy message detection natively provides
only probabilistic privacy guarantees without a trusted server.

Our techniques are superficially similar to the “blind Bernoulli trials” technique of Connor and Schuchard [CS19].
However, this work solves the opposite problem: they allow a sender to pick the probability which a server
will select their message while keeping the probability private. This requires a trusted third party. In con-
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trast, our protocols let the recipient decide the false positive rate with which a server selects messages while
hiding which messages are true positives.

10 Conclusion

In this work we investigated the problem of developing fuzzy message detection schemes to support privacy-
preserving retrieval of messages from store-and-forward delivery systems. We showed that these schemes can
be realized efficiently using standard cryptographic techniques, with various tradeoffs regarding the false-
positive rate p and ciphertext size. This work leaves some open questions. First, we realized a construction
of fractional FMD from a garbled circuit scheme, and noted that this scheme can be viewed as a form of
ambiguous functional encryption; however, we leave the problem of formally defining this notion and finding
alternative constructions to future work. More generally, this work raises broader questions about how to
develop encryption schemes that exhibit well-defined behavior under decryption with incorrect secret keys.
We believe that developing this area could enable new and interesting applications.
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A Proof of Theorem 5 (Key privacy for FMD)

Here we briefly sketch an informal argument that any FMD scheme Π that satisfies correctness, fuzziness,
and DA-ATK under the specific condition that 1 ∈ P also satisfies a variant of key privacy for FMD.

We first define a variant of the key privacy experiment that is adapted to the specific setting of FMD. Here
we replace the encryption algorithm with Flag, and decryption with Test (computed on any arbitrary false
positive rate p′) in a straightforward way.

Definition 16 (IK-ATK-FMD). Let Π = (KeyGen,Flag, Extract,Test) be an FMD scheme supporting the
allowable probability set P, and let the random variable
IK-ATK-FMDb(Π,A, λ) where A, b ∈ {0, 1},
ATK ∈ {CPA,CCA}, and λ ∈ N denote the result of the following probabilistic experiment:

IK-ATK-FMDb(Π,A, λ):

(pk i, sk i)← KeyGen(1λ), ∀i ∈ {0, 1}
C∗ ← Flag(pk b)

B ← AOsk0,sk1 (·,·,·)(pk0, pk1, C
∗)

Output B

When ATK = CPA, O returns ⊥ on all inputs. For ATK = CCA, the query O(id, C, p′) returns ⊥ if C = C∗

or id /∈ {0, 1}. Otherwise, the oracle computes dsk ← Extract(sk id, p
′) and returns Test(dsk , C).

The IK-ATK-FMD(Π,A, λ) advantage of A is defined as

AdvIK-ATK-FMD
A (λ) =

∣∣∣∣∣ Pr [ IK-ATK-FMD0(Π,A, λ)⇒ 1 ]

−Pr [ IK-ATK-FMD1(Π,A, λ)⇒ 1 ]

∣∣∣∣∣.
FMD scheme Π is IK-ATK-FMD-secure if ∀ n.u.p.p.t. algorithms A and all p ∈ P, AdvDA-ATK

A (λ) is negligible.

We now sketch a proof of Theorem 5.

Proof sketch. Let A be some adversary with non-negligible advantage AdvIK-ATK-FMD
A (λ) against FMD

scheme Π. We will show there exists an adversary B against Π such that

AdvIK-ATK-FMD
A (λ) ≤ AdvDA-ATK

B (λ).

Briefly, our reduction works as follows: B interacts with the DA-ATK challenger with p = 1, and upon
receiving pk0, pk1, C

∗ invokes A on input (pk0, pk1, C
∗). If ATK = CCA, B forwards A’s decryption queries

to the DA-ATK oracle. When A outputs B, B outputs B as its result.
Note that because p = 1 then (by the fuzziness property of the FMD scheme) it must hold that the

condition Test(dsk0, C
∗) = Test(dsk1, C

∗) in the DA-ATK experiment is satisfied with probability (negligibly
close to) 1. Thus the distribution that A receives is indistinguishable from the real IK-ATK-FMD experiment.
Therefore if A distinguishes with advantage ε, then B must distinguish with advantage negligibly close to ε.

B The basic FMD construction is correct and fuzzy

Proof. Correctness for FMD derives from the correctness of the underlying scheme PKE. Note that if n = 0,
then the test condition always succeeds. For n > 0, observe that for any valid flag ciphertext C ← Flag(pk),
it holds that C = C1‖ . . . ‖Cn‖ . . . ‖Cγ where ∀i ∈ {1, . . . , n} each Ci = Encryptpki(1). By the correctness

26



property of PKE it must hold that for each i, Decryptski(Ci) = 1 holds with probability 1, and hence Test
will always output 1 on input a correct flag ciphertext.

Fuzziness requires a different approach. Let us assume by contradiction that for some p = 2−n where
n ∈ {0, . . . , γ}, the scheme FMD does not satisfy Definition 3. This implies that in the experiment of
Definition 3, the Test algorithm’s condition s = 1n succeeds with probability non-negligibly different from
2−n. This has two implications:

1. Clearly n > 0, since the test condition succeeds with probability 1 when n = 0.

2. If ∀i ∈ {1, . . . , n} it holds that

(|Pr [PKE.Decski(Ci) = 1 ]| − 1

2
) < ν(λ),

then the test condition s = 1n will succeed with probability negligibly close to 2−n.

Hence if we assume that the test condition s = 1n succeeds with probability non-negligibly different from
2−n, it must be the case that at least one index i, Pr [PKE.Decski(Ci) = 1 ] is non-negligibly different from
1/2. We will call this the error condition. Recalling that Ci ← Encpk ′i(1), the error condition is equivalent
to

Pr

PKE.Decsk (C) = 1

∣∣∣∣∣∣∣
(pk , sk)← PKE.KeyGen(1λ),

(pk ′, sk ′)← PKE.KeyGen(1λ),

C ← PKE.Enc(pk ′, 1)


is non negligibly different from 1

2 . By Theorem 8, this probability must be negligibly close to 1
2 and this

completes our proof.

C Proof of Theorem 11

Proof. Let pk0 = {pk i0}i∈[γ] and pk1 = {pk i1}i∈[γ] be the public keys handed to the adversary. We give a proof
for the selective case where A does not define p adaptively. Because the number of supported probabilities
is polynomial in λ, by the lemma in Appendix H we can achieve full adaptive security. Our argument will
now proceed by a series of hybrids, leveraging IK-CPA security for the unknown bit positions and uniform
ambiguity for those in which the adversary knows the secret key. Consider the following sequence:

H0 =

{
pk0, pk1, dsk0, dsk1,PKE.Encpk1

0
(1), . . . ,

PKE.Encpkγ0 (1)

}

H1 =

{
pk0, pk1, dsk0, dsk1,PKE.Encpk1

0
(1), . . . ,

PKE.Encpkγ−1
0

(1),PKE.Encpkγ1 (1)

}
...

Hγ−n =


pk0, pk1, dsk0, dsk1,PKE.Encpk1

0
(1), . . . ,

PKE.Encpkn−1
0

(1),PKE.Encpkn1 (1), . . . ,

PKE.Encpkγ1 (1)


Hγ−n+1 =


pk0, pk1, dsk0, dsk1,PKE.Encpk1

0
(1), . . . ,

PKE.Encpkn−1
1

(1),PKE.Encpkn1 (1), . . . ,

PKE.Encpkγ1 (1)
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...

Hγ−1 =

{
pk0, pk1, dsk0, dsk1,PKE.Encpk1

1
(1), . . . ,

PKE.Encpkγ1 (1)

}

If H0 ≈ Hγ−1, then Figure 2 is secure in the DA-CPA game.

Claim 17. For 0 ≤ i < γ − n, Hi ≈ Hi+1.

Proof. Suppose there exists a distinguisher D who can differentiate between Hi and Hi+1 with non negligible
advantage. This distinguisher violates the IK-CPA security of PKE: we can use it to construct an adver-
sary B that wins the IK-CPA game with non negligible advantage. An algorithm for such an adversary follows:

Description of adversary B:

1. Receive pk∗0 and pk∗1 from the IK-CPA challenger
2. Challenge on the message m = 1 and receive c∗

3. ∀j ∈ [γ− i− 1] correctly generate public private key pairs (pk j0, sk j0), (pk j1, sk j1) using PKE.KeyGen(1λ).

∀j ∈ [γ − i+ 1, γ] generate (pk j1, sk j1) using PKE.KeyGen(1λ). Then set the following values:

pk0 = (pk1
0, . . . , pkγ−i−1

0 , pk∗0, pk1
γ−i+1 . . . pkγ1)

pk1 = (pk1
1, . . . , pkγ−i−1

1 , pk∗1, pkγ−i+1
1 . . . pkγ1)

dsk0 = (sk1
0, . . . , skn0 )

dsk1 = (sk1
1, . . . , skn1 )

C ← PKE.Encpk1
0
(1)‖PKE.Encpk2

0
(1)‖ . . .

‖PKE.Encpkγ−i−1
0

(1)‖c∗‖PKE.Encpkγ−i+1
1

(1)‖

. . . ‖PKE.Encpkγ1 (1)
give pk0, pk1, dsk0, dsk1, C to the distinguisher D.

4. Receive b′ from D and return b′.

Since the distinguisherD succeeds with non-negligible advantage and B succeeds whenD succeeds because
D’s response corresponds precisely to which key the message has been encrypted under, B wins with non
negligible advantage in the IK-CPA game. Therefore, Hi ≈ Hi+1 and more specifically,

|Adv
Hi+1

D (λ)−AdvHiD (λ)| ≤ AdvIK-CPA
B (λ)

Claim 18. For γ − n ≤ i < γ − 1, Hi ≈ Hi+1

Proof. Suppose there exists a distinguisher D who distinguishes between Hi and Hi+1 with more than non-
negligible advantage. Then there is an adversary E who can use D to win the D-AMB game where D is the
uniform distribution over {0, 1}.

Description of adversary E :

1. Receive (pk∗0, pk∗1, sk∗0, sk
∗
1 , c). If PKE.Dec(sk∗0, c) = 0 or PKE.Dec(sk∗1, c) = 0, guess bit b′ at random.

2. ∀j ∈ [γ − i − 1], generate (pk j0, sk j0),, (pk j1, sk j1) by calling PKE.KeyGen(1λ). For j ∈ [γ − i + 1, γ]

generate (pk j1, sk j1). Then set the following values:
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pk0 = (pk1
0 . . . pkγ−i−1

0 , pk∗0, pkγ−i+1
1 , . . . pkγ1)

pk1 = (pk1
1 . . . pkγ−i−1

1 , pk∗1, pkγ−i+1
1 , . . . pkγ1)

dsk0 = (sk1
0, . . . skγ−i−1

0 , sk∗0, skγ−i+1
0 , . . . skn0 )

dsk1 = (sk1
1, . . . , skγ−i−1

1 , sk∗1, skγ−i+1
1 . . . skn1 )

C ← PKE.Encpk1
0
(1)‖ . . . ‖PKE.Encpkγ−i−1

0
(1)‖c∗‖

PKE.Encpkγ−i+1
1

(1)‖ . . . ‖PKE.Encpkγ1 (1)

E gives pk0, pk1, dsk0, dsk1, C to D.
3. Upon receiving b′ from D forward onto the challenger b′.

Since Test(dsk0, c) = Test(dsk1, c) implies that
PKE.Dec(skγ−i0 , ci) = PKE.Dec(skγ−i1 , ci) the distribution we are giving to the distinguisher is correct. Step
2 of B is executed with probability 1

4 : the encryption scheme is uniformly ambiguous so with probability
1
2 the message is 1 and from the fuzziness proof the probability that PKE.Dec(sk b̄, C) = 1 for a uniformly
ambiguous, IND− CPA secure bitwise PKE scheme is 1

2 . Therefore, Hi ≈ Hi+1 and

|Adv
Hi+1

D (λ)−AdvHiD (λ)| ≤ 4AdvD-AMB
E

Since the sequence H0, . . ., Hγ−1 is polynomial in λ by assumption, H0 ≈ Hγ−1. Therefore the scheme
presented in 2 is secure under DA-CPA.

D Proof of Theorem 9 (Ambiguity of H-ELG)

Our main result in this section is an analysis of the ambiguity property of the H-ELG. This proof does
not require any specific assumptions about the nature of the function H`, provided that it is efficient and
produces a deterministic output.

Proof sketch. Let A be an adversary who has a non-negligible advantage in the D-AMB-CPA experiment
instantiated with M = {0, 1}`. Let the challenge ciphertext C∗ = (c0, c1). We will now consider a hybrid

experiment in which we replace c1 = H`(g
k‖pkkb )⊕m with a random string c1

$← {0, 1}`. It is clear that in
this hybrid, A must have zero advantage: this holds because the adversary’s view is now independent of the
bit b chosen by the experiment. It remains only to demonstrate that, in A’s view, this modified hybrid is
distributed identically to the real experiment. We stress that the arguments in this proof do not depend on
the nature of the hash function.

Notice that in the real experiment, A receives from the challenger a tuple (pk0, pk1, sk0, sk1, C) with
C = (c0, c1). In the hybrid experiment, the only difference is the construction of c1, which is changed
from c1 = H`(g

k‖pkkb ) ⊕m where m is a uniformly-random string, to a random string. Clearly these two
distributions are identical. Hence, since A must have zero advantage in the hybrid experiment, its advantage
in the real experiment must also be 0.

E Proof of Theorem 6.2

Proof. Observe that for any valid flag ciphertext (u, y, {ci}i∈[n]) ← Flag(pk), it holds that ∀i ∈ {1, . . . , n}
each ci = H(u‖hir‖w)⊕ 1. During Test we then have that for each i ∈ [s], ki is computed as H(u‖uxi‖w) =
H(u‖gr·xi‖w) = H(u‖hir‖w) = ci. Thus, ki ⊕ ci = 1,∀i ∈ [s], which implies that Test returns 1 on input a
correct flag ciphertext.
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For fuzziness, let (pk , sk) and (pk ′, sk ′) be two key pairs generated by KeyGen. Let dsk ← Extract(sk , p),
such that x1, . . . , xs ← dsk , dsk ′ ← Extract(sk ′, p), such that x′1, . . . , x

′
s ← dsk ′, and (u, y, {ci}i∈[n]) ←

Flag(pk′). Then during the execution of Test(dsk , C), for each i ∈ [s], we have that ki ← H(u‖gr·xi‖w). We
have that xi 6= x′i with probability (q − 1)/q. In this case since H is a random oracle, we have that ki is a
random bit, so that bi is also a random bit, meaning it is 1 with probability 1/2. The event that bi = 1 for
all i ∈ [s] then happens with probability 2−s.

F Proof of Theorem 13 (Security of CCA-secure scheme)

Proof. This proof is done against the selective variant of the DA-CCA game. Combining this proof with
the lemma presented in Appendix H allows us to achieve full adaptive security. We will prove selective
security by constructing a series of hybrid games. For simplicity, we associate variables v∗ with the challenge
ciphertext for all variables v shown in Figure 3. The notation DDHg(g

a, gb, Z) refers to a call to a DDH
oracle which returns 1 if Z = gab and 0 otherwise. We let sk0 = x1 . . . xγ , sk1 = y1 . . . yγ , dsk0 = x1 . . . xn ,
and dsk1 = y1 . . . yn.

H0 = This is the DA-CCA game, encrypting using key pk b. Let pk0 = {pk1
0, . . . pkγ0} and pk1 = {pk1

1, . . . , pkγ1}.
Instead of generating g, g′

$← G with public keys pk i0 = gxi , pki1 = g′
yi ∀i ∈ [γ] with xi, yi

$← Zq, do the
following:

g
$← G

a, a′
$← Zq

for i ∈ [γ] :

xi, yi
$← Zq

pk i0 ← ga·xi

pk i1 ← ga·a
′·yi

This implicitly defines ∀i ∈ [γ], sk i0 = a · xi and sk i1 = a · a′ · yi. The flag C∗ is defined below according to
the Flag algorithm:

C∗ = (u∗, y∗, {H(u∗‖u∗ski‖w∗)⊕ 1}i∈[γ])

Oracles H,G: on input Z if Z has not been queried, query a random value, Q, from the respective codomain.
Return Q while recording Q as being the output of H/G on Z. If Z has been queried, return the value
associated with Z.
Test Oracle O: on input (p′ = 1

2s , id, (u, y, {ci}i∈[γ])), if p′ is in the appropriate range, queryG on u‖c1‖ . . . ‖cγ
for m, then ∀i ∈ [s] honestly query H on u‖uski‖(gm · uy) to get ki. Return

s∧
i=1

(
ki ⊕ ci

)
.

H0 is an equivalent reformulation of the original DA-CCA game. If we set x′i = xi, g
′ = ga, y′i = a′ · yi,

then this is precisely the original security game.

H1 = If G(·) returns m∗ for some other query Q made by A, return ⊥.

H0 ≈ H1.
Since G is a random oracle, the probability that an adversary queries another such input which gives m∗ is
at most qG

q where A makes qG queries to oracle G.

|AdvH1

A (λ)−AdvH0

A (λ)| ≤ qG
q
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H2 = Change Flag for the challenge ciphertext to be as follows:

r
$← Zq

u← gr

m
$← Zq

y
$← Zq

w ← gm · uy

for i ∈ [γ] :

ki ← H(u‖usk
i
b‖w)

ci ← ki ⊕ 1

Program G to give m on (u‖c1‖ . . . ‖cγ)

Return C ← (u, y, {ci}i∈[γ])

H1 = H2.

In H1, the adversary sees (u, y, {ci}i∈[γ]) where y = [(z−m)r−1] (mod q) for r
$← Zq. Since r is is distributed

uniformly at random, r−1 is also distributed uniformly at random and thus y is as well. {(u, {ci}i∈[γ])} is
the same in both H1 and H2: u and the input to H are unchanged. Therefore,

AdvH2

A (λ) = AdvH1

A (λ)

H3 = The test oracle O is modified in the following way:
Test oracle O: on input (p′, id, C = (u, y, {ci}i∈[γ])) if u = u∗, gG(u‖c1‖...‖cγ) ·uy = w∗, and C 6= C∗ output ⊥.

H2 ≈ H3.
Assuming the DLOG assumption holds in G and given Lemma 1, the difference of the advantage of A in H2

and H3 is negligible:

|AdvH3

A (λ)−AdvH2

A (λ)| ≤ AdvDLOG
C (λ)

where C is an adversary for DLOG with run-time defined as in the lemma.

At this point, we split our argument into two separate cases. One in which A never queries H on
(u‖uskiid‖w) for any index i ∈ [γ] which we call Case1, and the other where A does (Case2). We will start
with the case in which the adversary does not make this query, and make the following claim:

Assuming A wins and Case 1 occurs, then A does not win with non-negligible advantage.
Proof. First, we construct a series of hybrids H1

3+1 . . .H1
γ−n+3 where for i ∈ [γ−n] hybrid H1

i+3, the hash

oracle H(·) is queried on u‖Z‖w for all positions n+ j where 1 ≤ j ≤ i, with Z
$← G instead of u‖usk

n+j
b ‖w.

Claim 19. ∀i ∈ [γ − n− 1], H1
i+3 = H1

(i+1)+3

Since Z is in a prime order group, ∃e ∈ Zq such that Z = ue. Neither sk i0 or sk i1 are known to A and
defining Z in this way is equivalent to sampling e uniformly at random from Zq. Since e has the same
distribution as sk i0 and sk i1 for i ∈ {n+ 1, . . . γ}, these distributions are equivalent to one another.

Now consider the following hybrid, H1
γ−n+4, where H1

γ−n+4 differs in positions i of the flagged ciphertext

∀i ∈ [n] and these positions are generated as follows: for index i sample ri
$← Zq, until H(u∗‖(u∗)ri‖w∗) =
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H(u∗‖(u∗)skib‖w∗). Because H is a random oracle with co-domain {0, 1},

Pr(H(u∗‖(u∗)ri‖w∗) = H(u∗‖(u∗)sk
i
b‖w∗) | ri

$← Zq} =
1

2

In expectation, it takes 2 attempts to find such a satisfying r value for a single position i and by linearity
of expectations it takes 2n attempts on average to find satisfying ri values for all positions. Therefore, it is
possible to correctly generate this distribution in time polynomial in λ provided γ is logarithmic in λ.

Claim 20. H1
γ−n+3 ≈ H1

γ−n+4

The only parts of the ciphertext that are dependent on the secret key in Hγ−n+3 are the keys k∗i ∀i ∈ [n]
computed from the random oracle H. No other part of the flag is dependent on sk ib. However, since H gives
the same response when sk ib or ri is used, these two distributions are indistinguishable.
This completes our proof. As the flag C∗ is now independent of b, the best strategy that A can employ is to
guess b at random, so A succeeds with no advantage:

Adv
H1
γ−n+4

A (λ) = 0

We will now look at Case 2 and make the following claim:

Assuming A wins and Case 2 occurs, ∃B an algorithm which can be used to solve Gap-DH with non-
negligible advantage.

Proof. Given an instance {g,A = gα, B = gβ} and oracle DDH·(·, ·, ·), the algorithm B interacts with

the DA-CCA adversary A. Instead of generating a
$← Zq, B generates pk0 and pk1 as

pk i0 = Axi , pk i1 = Aa
′·yi

∀i ∈ [γ] where a′, xi, yi
$← Zq. This implicitly defines the secret keys as xi ·α and yi ·α ·a′. It flips b

$← {0, 1}.
C∗ is constructed as (u∗, y∗, {c∗i }i∈[γ]) where u∗ = B, y∗

$← Zq, and for each i ∈ [γ], kib
$← {0, 1}, such that

c∗i = kib⊕1. The random oracle H is then programmed, recording for each i ∈ [γ], (B, ???, gm
∗
By
∗
, i, b) with

key output kib.
Oracle H:
on input (u‖Z‖w) check for rows in H of the form R = (u, ???, w,
i, id). For each satisfying row, query DDHg(pk iid, u, Z) to get result τ . If τ = 1, change R → R′ where
R′ = (u, Z,w, i, id). If no such row R exists in the table or τ = 0, record input (u, Z,w, ???, ???). If there is

already an entry in the table, return k otherwise let k
$← {0, 1}, record, and return k.

Test oracle O: on input (p′ = 1
2s , id, u, y, {ci}i∈[γ]), query G on u‖c1‖ . . . ‖cγ to get m. If id = 0, w = gmuy.

Otherwise, w = ga
′·muy. For each i ∈ [s], if there is a row in H of the form (u, Z,w, i, id) where Z 6= ???,

return k associated with this input. Otherwise, look for rows in H of the form R = (u, Z,w, ???, ???). If
such a row exists, query DDHg(pk iid, u, Z) to get τ . If τ = 1, update R→ R′ where R′ = (u, Z,w, i, id) and
return k associated with R. If no such row exists, look for a row (u, ???, w, i, id) with output k and return

k. If no such row exists, record (u, ???, w, i, id) with output k
$← {0, 1}.

Upon receiving b′ from A if b′ = b, randomly select a row of H, R = (B,Z,w, i, id) where i ∈ [γ]. If id = 0,

send Z(xi
−1) and if id = 1, send Z(yi

−1·a′−1).
Analysis:
Since A needed to query on H to succeed in the experiment, any of these rows is a viable candidate to be
an answer to the Gap-DH problem. If there are qH queries made to H, then the probability of success for B
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is 1
qH

multiplied by the probability of success for A.

Adv
H′3
A (λ) ≤ qH ·AdvGap-DH

B (λ)

Lemma 1. Suppose it is possible to distinguish between H2 and H3. If A runs in time τ , ∃C a DLOG
adversary who runs in time τ + O(3 · gOP) where gOP = {×,+,−1} are group operations in G and C has
non-negligible advantage. More explicitly,

|AdvH3

A (λ)−AdvH2

A (λ)| ≤ AdvDLOG
C (λ)

Proof. Define C on input g, Z as follows:

Set Flag = (Z, y∗, {c∗i }), where y∗, {ci}i∈[γ] are computed honestly according to H2

On input ({u, y, {ci}i∈[γ]}) to O:

if gG(u‖c1‖...‖cγ) · uy = w∗ :
z = (m−m∗)(y − y∗)−1

Return z

Since r∗
$← Zq there is negligible chance that A knows r∗ such that gr

∗
= u∗. It must also be true

that m 6= m∗ (since H1 prevents this from happening). In addition, y 6= y∗ since if y = y∗, that would
imply m = m∗. Therefore the discrete log of Z with respect to g is (m − m∗)(y − y∗)−1 (mod q) since
gmZy = gm

∗
Zy
∗
.

G Restricted FMD with Time Periods

In this section we sketch a variant of the CCA-secure restricted FMD scheme that incorporates the notion of
multiple independent detection keys, one per time period. To do this, we must slightly modify the interface
for an FMD scheme to enable the notion that detection keys also embed a time epoch, which must be a
match with the time epoch used to generate the flag ciphertext. The critical properties such as fuzziness
and detection ambiguity must continue to hold both with respect to other users’ keys. A time-based Fuzzy
Message Detection scheme (tbFMD) shares the same interface for the algorithms (Setup,KeyGen,Test) as a
standard FMD scheme, but the remaining algorithms are modified as follows:

Flag(pk , t) → C. On input a public key and a time epoch t, this randomized algorithm outputs a flag
ciphertext C.

Extract(sk , t, p) → dsk . On input a secret key sk , a time epoch t, and a false positive rate p ∈ P, this
algorithm extracts a detection key dsk , or outputs ⊥ if p /∈ P.

A time epoch is assumed to be an integer that roughly corresponds to some pre-defined period of time.
However, in practice an epoch may be encoded into an arbitrary string {0, 1}∗ that contains additional data
such as the identity of a server or other auxiliary information. The correctness definition for a tbFMD is
identical to the definition for FMD except that the same additional input t must be provided to both the
Flag and Test algorithms.
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tbFMD.KeyGen(1λ) :

g
$← G

for i ∈ [γ] :

xi ← Zq
hi ← gxi

sk ← (x1 . . . xγ)

pk ← (g, h1, . . . hγ)

Return sk , pk

tbFMD.Extract(sk , t, p = 2−n) :

(x1 . . . xγ)← sk

for i ∈ [n] :

fi ← F (t)xi

Return (f1, . . . , fn)

tbFMD.Flag(pk , t) :

g, h1, . . . hγ ← pk

r
$← Zq

u← gr

z
$← Zq

w ← gz

for i ∈ [γ] :

ki ← H(u‖e(hir, F (t))‖w)

ci ← ki ⊕ 1

m← G(u‖c1‖ . . . ‖cn)

y ←
[
(z −m)r−1

]
(mod q)

Return (u, y, {ci}i∈[γ])

tbFMD.Test(dsk , (u, y, {ci}i∈[n])) :

f1, . . . fn ← dsk

m← G(u‖c1‖ . . . ‖cγ)

w ← gm · uy

for i ∈ [n]:

ki ← H(u‖e(u, fi)‖w)

bi ← ki ⊕ ci
if bi = 1, ∀i ∈ [n] :

Return 1

else:

Return 0

Figure 6: A CCA-secure efficient tbFMD scheme with restricted values of p (p ≈ 2−n). The groups G,GT and the
parameter γ are assumed to be global constants generated by an (unspecified) setup procedure. G,GT are bilinear
groups of prime order q, F : {0, 1}∗ → G, H : G×GT ×G→ {0, 1}, G : Gn+1 → Zq are hash functions.

A realization from Boneh-Franklin. The Boneh-Franklin IBE scheme [BF01] uses bilinear groups with
an efficiently computable pairing. Let 〈g〉 = G be a group of prime order q and let GT be a target group.
The pairing is defined as e : G × G → GT .11 We also require a new hash function F : {0, 1}∗ → G that is
modeled as a random oracle.

It is possible to prove that, under appropriate assumptions about the hash function, Boneh-Franklin itself
is uniformly ambiguous. One could then consider a generic construction directly from the Boneh-Franklin
scheme. However, this would make it challenging to achieve CCA security and an efficient construction di-
rectly. To achieve an efficient CCA-secure tbFMD we instead use the underlying Boneh-Franklin construction
more directly. Or construction is reminiscent of the CCA-secure construction from §6.2 and we present the
details in Figure 6. We leave a security analysis of this scheme to future work.

H Selective Detection-Ambiguity implies Adaptive when |P| is
polynomial

Lemma 2. Suppose Π = (KeyGen,Flag,Extract,Test) is a FMD scheme secure against selective DA-ATK
where ATK ∈ {CPA,CCA} and |P| = p(λ) for polynomial p and security parameter λ. Then Π is adaptively
secure i.e. secure in the sense of DA-ATK from Definition 4.

Proof. First, assume that this is false and we have a scheme that is secure against the selective variant of
DA-ATK but not adaptively secure. We let B be an attacker for Π in the adaptive DA-ATK game and build
from this an attacker A, that results in distinguishably different output when b = 0 and when b = 1.

Description of A:

1. Choose p
$← P. Send this to challenger C and receive pk0, pk1, dsk0, dsk1, C. Send to B pk0, pk1 and

C.
2. Receive from B the probability p′. If p′ 6= p, output B

$← {0, 1}.
3. If p′ = p, send to B the detection keys dsk0, dsk1. Let B be the output of B. Output B as well.

We now analyze A. If p is chosen uniformly from P then we expect to match p′ with probability at least
1

p(λ) . In this case, we do not choose B at random but instead receive it from B. Therefore if the difference

between {DA-ATK0(Π,B, λ)} and {DA-ATK1(Π,B, λ)} is non negligible µ(n) then the absolute difference

11This is known as the symmetric pairing setting. In practice, this may require the existence of an efficiently-computable
isomorphism to a related group. These details are discussed in [BF01] and many subsequent works.
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between DA-ATK0 and DA-ATK1 in the non selective game using algorithm A is at least µ(n) · 1
p(λ . This

is non-negligible and violates the selective security of Π. Therefore, the scheme must also be adaptively
secure.

I Proof of Theorem 8 (Decryption with an incorrect key)

We start by presenting a lemma that applies to all IND− CPA secure encryption schemes. This lemma uses a
slightly different formulation of the incorrect message decryption experiment where instead of encrypting one
message we encrypt according to a distribution D. The following lemma proves that if IND− CPA security
holds the output distribution of incorrect decryption is always “the same”.

Lemma 3. Let PKE be a IND-CPA secure public key encryption scheme over a message space M. Let D
be any probability distribution over M. Consider the following experiment:

ExpDistIncorrect(PKE, λ,D)

(pk i, sk i)← PKE.KeyGen(1λ),∀i ∈ {0, 1}
m
D←M

C ← PKE.Enc(pk0,m)

Output PKE.Dec(sk1, C)

Then ∀m ∈M, for all distributions D, ExpDistIncorrect(PKE,
λ,D) is computationally indistinguishable from
ExpDistIncorrect(PKE, λ, pm) where pm is the probability distribution over a random variable M with Pr(M =
m) = 1 and ∀m̄ ∈M \ {m}, Pr(M = m̄) = 0.

Proof. Suppose this is not the case and that there exists some distribution D∗, a message m∗, and a distin-
guisher B that can distinguish between the previous experiments with better than negligible advantage. This
immediately begets an IND-CPA attacker with related advantage. We describe the attacker briefly below.

Description of adversary A: Receive pk from challenger C. Sample m0
D∗←M and set m1 = m∗. Send the

messages to the challenger and receive ciphertext c. Generate a random key pair pk , sk ← PKE.KeyGen(1λ)
and attempt decryption to get m = PKE.Dec(sk , c). Send to B the decrypted message m. If B responds
with b′ respond with b′ to the challenger. The advantage of the adversary in this game is equal to that of
the distinguisher B: the distribution given to B is the same as they would see in the regular experiment as
the output of both is an incorrect decryption based either on distribution D∗ or pm∗ and thus if B correctly
deduces which distribution was used for encryption so will A.

We now turn our attention back to the main theorem. Let PKE be an ambiguous encryption scheme in
the sense of Definition 7. By this definition, PKE is (at minimum) IND-CPA secure, and Lemma 3 applies.
We now assume our conclusion is false: PKE is a D-ambiguous encryption scheme secure under CPA but
there exists a message m∗ such that ExpMsgIncorrect(PKE, λ) is not computationally indistinguishable from
D. Let one such efficient distinguisher be B. We first make the observation that our original experiment
ExpMsgIncorrect(PKE, λ) with m∗ as m is equivalent to
ExpDistIncorrect(PKE, λ, p∗m) where pm∗ is the probability distribution that always encrypts m∗. We now
split our argument into two cases:

1. B can distinguish between ExpDistIncorrect(PKE, λ, pm∗) and ExpDistIncorrect(PKE, λ,D)
2. B cannot distinguish between the previous distributions

Case 1 cannot be true because it would violate the IND− CPA security of PKE via Lemma 3.
Now assume we are in Case 2 and these two distributions are indistinguishable to B. We now show that

B can be used to distinguish in the D-AMB-CPA security game with non negligible advantage.
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Description of distinguisher: Receive pk0, pk1, sk0, sk1, c. Let m = PKE.Dec(sk0, c). Send m to B. If B
responds with b′ output b′.

Normally, B is a distinguisher that distinguishes between the distributionsD and ExpDistIncorrect(PKE, λ, pm∗)
with non-negligible advantage. However, the distributions handed to B by this distinguisher are correctly
decrypted ciphertext drawn from D and ExpDistIncorrect(PKE, λ,D). The first of these is precisely the distri-
bution D and the second is computationally indistinguishable from ExpDistIncorrect(PKE, λ, pm∗). Therefore
the distributions that B sees are correctly structured. When B is correct, b′ determines whether or not the
decryption was correctly done, allowing the distinguisher to deduce the key that was used for encryption.
Thus the above distinguisher has the same non-negligible advantage as B, in contradiction to our assump-
tion, and for all messages m ∈M the distributions ExpMsgIncorrect(PKE, λ) and D must be computationally
indistinguishable.

J Security of Fractional Probability Construction

J.1 Proof Sketch of Theorem 15

Proof sketch. Our argument consists of a sequence of hybrids ending in a final hybrid H2 where the flag C
is not constructed using the bit b or either pair (mpk0,msk0), (mpk1,msk1). We first give a description of
this final hybrid:
H2 = The challenger creates two public/private key pairs for the FracFMD scheme as specified in Figure

4 (i.e. mpk = {pk ij}i∈{0,1},j∈[γ] and (pk ij , ) ← PKE.KeyGen() ∀i ∈ {0, 1}, j ∈ [γ] where PKE is uniform
-AMB-CPA secure and msk is likewise defined). The challenger then constructs the garbled circuit and labels
as follows.

1. Sample one set of labels {Lij}i∈{0,1},j∈[κ+γ] where each label L is sampled uniformly from {0, 1}λ.

2. Generate a simulated garbled circuit C̃ as follows: For every internal gate g in C, generate the garbled
table (R1, . . . R4) as:

Ri
$← {0, 1}λ+1,∀i ∈ [4]

For every gate g connected to an output wire, generate the garbled table (R1, . . . R4) as:

Ri
$← {0, 1},∀i ∈ [4]

A third unrelated key pair is generated, denoted by (mpk2,msk2), and used to encrypt all labels in {Lij} cor-

responding to the γ wires for the modulus reduction. This produces ciphertext values {cij}i∈{0,1},j∈[γ]. The

challenger samples R ← {0, 1}κ+γ then sets C = (C, {cij}i∈{0,1},j∈[γ], {Li,Ri}i∈[κ+γ]) where R1 . . . Rκ+γ ←
bin(R). The challenger then sends C,mpk0,
mpk1 to A. Once A sends p, the challenger runs dsk0 ← Extract(msk0, p), dsk1 ← Extract(msk1, p),
Test(dsk0, C) = z1, and Test(dsk1, C) = z2. If z1 = z2 = 1, the challenger sends dsk0, dsk1 to the adversary,
otherwise it outputs a bit b uniformly. Otherwise, the challenger rewinds the adversary and attempts the
game again. If the challenger has repeated ( N

Mmin
)2 times where mmin is the smallest probability asked for

by A without finding a C such that Test(dsk0, C) = Test(dsk1, C), choose b′ uniformly at random. We now
give a sequence of hybrids to prove this is indistinguishable from the normal DA-CPA security game. Let H0

be the real security game.

H1. Modify gameH0 as follows: instead of honestly constructing labels {Lij}i∈{0,1},j∈[γ], generate (mpk2,msk2)

← FracFMD.KeyGen(1λ) and calculate {cij}i∈{0,1},j∈[γ]] as cij = PKE.Enc(pk ij , L̄
i
j) where L̄ij

$← {0, 1}λ+1

and mpk2 = {pk ij}i∈{0,1},j∈[γ]. Choose b
$← {0, 1} and calculate the garbled circuit labels as Lij =

PKE.Dec(sk ij , c
i
j) where msk b = {sk ij}i∈{0,1},j∈[γ]. Construct the rest of the circuit correctly: generat-

ing the labels corresponding to R uniformly from bit strings of the appropriate length and all tables
honestly.
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Claim 21. H0
c
≈ H1 if PKE is secure under uniform-AMB-CPA.

We make this argument by leveraging the fact that we are using a uniformly ambiguous public key
scheme. The circuit itself is correctly structured w.r.t. the labels that it will be evaluated on, as
these incorrect decrypted labels were used to garble the circuit. It is also the case that mpk2,msk2

are not within the view of the adversary at all. Indeed the only way in which an adversary could
distinguish between H0 and H1 is if the probability distribution over the following random variable M

where M represents incorrect decryption i.e. M = Dec(sk ij , c
i
j)|cij ← Enc(pk

i

j , L
i
j) ∧ Lij

$← {0, 1}λ+1 ∧
(mpk ,msk) ← FracFMD.KeyGen() is not indistinguishable from uniform. However, from Theorem 8,
this distribution must be computationally indistinguishable from uniform and thus these two hybrids
are computationally indistinguishable.

H2. This hybrid modifies H1 as follows: replace each internal gate in C̃ with a gate table comprising four

random bitstrings of the form Ri
$← {0, 1}λ+1 for each i ∈ {0, . . . , 3}. Replace each output gate with

a gate table comprising four random bits of the form Ri
$← {0, 1} for each i ∈ {0, . . . , 3}.

Claim 22. H2
c
≈ H1 if Enc is pseudorandom.

This argument proceeds via a series of |I + 1| sub-hybrids, beginning with the “input gates” (gates
connected solely to input wires) and proceeding recursively to the output gates of the circuit. In H̄I+1

we replace all output gates of the circuit simultaneously.

H̄0 . . . H̄|I|+1 : Order the gates of the circuit C so that gates that appear earlier in the ordering are
either below or at the same depth as those that appear afterward. In hybrid H̄k for k ∈ {1, . . . , I} where
I is the number of non-output gates, we replace the garbled table T = (R1, R2, R3, R4) corresponding
to the non-output gate at index k by choosing row values from the uniform distribution over {0, 1}λ+1.
In hybrid H̄I+1 for each output gate index k replace the garbled table T = (R1, R2, R3, R4) with new

row values Ri
$← {0, 1}. In each hybrid, keep track of the probabilities p asked for by A where the first

probability asked for is p′. If p′ is smaller than v(λ) then output b′
$← {0, 1} and try again. Let pmin

be the smallest probability that is not negligible in the security parameter that A asks for and let i be
a counter. Each time A requests detection keys for some probability p, extract the relevant keys and
run Test using dsk0, dsk1. If either returns 0 and i < 1

p2min
, run the adversary again, regenerating an

entirely new circuit. If i ≥ 1
p2min

and either detection key fails, output ⊥. Else let b′ be the output of

A. Output b′.

Claim 23. For each k ∈ {1, . . . , I}, H̄k−1
c
≈ H̄k.

Rows j 6= i: Consider any one of the three rows j 6= i, where in H̄k−1, Rj = Enc(Laα, L
b
β ,m) and

either Laα is unknown or Lbβ is unknown to A since it does not correspond to one on the rows A can

decrypt. Without loss of generality, assume A does not know Laα. Then in H̄k where each Rj has
been replaced with a random string, Laα is indistinguishable from a random element of {0, 1}λ+1 and
therefore Enc(Laα, L

b
β ,m) is indistinguishable from a random element of {0, 1}λ+1. Thus if it is not the

case that Hk−1
c
≈ Hk, there exists a distinguisher against the underlying PRG used in Enc.

Row i: Consider in H̄k−1 the row Ri = Enc(Laα, L
b
β ,m0) where both Laα, L

b
β are known to A. Here we

more precisely define the row Ri = PRG(Laα, L
b
β)⊕m0 where m0 ∈R {0, 1}λ+1, hence the distribution

of Ri in H̄k−1 is identical to that of H̄k as they are both uniformly random. Note further that m0

implicitly defines one label and point-and-permute bit for the gate’s output wire. Since all wire labels
and point-and-permute bits are drawn from the uniform distribution, the distribution of all labels is
identical between H̄k−1 and H̄k.

We make an argument that all subsequent gate evaluations and output distributions are indistinguish-
able between H̄k−1 and H̄k and moreover that hybrid H̄k runs in expected polynomial time. Consider
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the gate evaluations of all gates that take as input a label and permute bit which were the result of an
incorrect gate evaluation. For these gates, the same argument applies as for the gate at index k. That
is, the distribution is uniform - since the output of incorrect evaluation is a uniform value when the
encrypted value is also uniform - and this is conveniently the expected distribution, since the output
of each gate are input labels for another gate. Of course, this argument does not apply to the affected
output gates. In general, this is because the first bit of each label is the actual output of the circuit
and therefore NOT random. Recall that for any output row i, Ri = PRG(Laα, L

b
β) ⊕ m0 is the value

sitting at the row which is then evaluated incorrectly as Ri ⊕ PRG(L̂aα, L̂
b
β) where either L̂aα 6= Laα or

L̂bβ 6= Lbβ . Because at least one of the correct labels is unknown, PRG(Laα, L
b
β) is uniform by the security

of the pseudorandom number generator and thus the output of evaluation is a uniform bit for that
gate. Assuming that our circuit originally gave output uniformly in the range [0,M) [see Lemma 4]
and the gates which are affected are flipping bits uniformly, when Test returns 1 the overall output of
the circuit is still uniform in the range [0,M).

The adversary must ask for non negligible p a non-negligible fraction of the time. If not, it is clear A
does not have non negligible advantage since the challenger will output a uniform bit b except with
negligible probability by the security game definition. For the least of these, pmin, the expected number
of times we have to rewind A before one detection key results in a 1 is less than or equal to 1

pmin
, by the

fuzziness of our scheme. Therefore, by independence, the expected number of retries for constructing a
ciphertext C such that Test(dsk0, C) = Test(dsk1, C) = 1 must be less than or equal to 1

p2min
. Because

pmin is not negligible 1
p2min

is not exponential and the running time of the hybrid is expected polynomial.

Since in H2 the flag C is not based on the bit b at all, the adversary’s advantage must be negligible
in H2 and since H2 has a distribution which is computationally close to H0 the adversary must have
negligible advantage in the original security game as well. This completes our proof.

Lemma 4. Let our security parameter be κ, f(x, y) = x (mod y) the mod function where f : {0, 1}|I1| ×
{0, 1}|I2| → {0, 1}|O|. If |I1| = κ + |I2|, then ∀y ∈ {0, 1}|I2|, {f(x, y) | x $← {0, 1}I1} ≈ D where D is the
uniform distribution over [0, y).

J.2 Proof Sketch of Lemma 4

Proof sketch. Let y ∈ {0, 1}I2 and 2|I1| = qy+ b for some 0 ≤ b < y by the division algorithm. For 0 ≤ i < b,
the probability that i is output from f is q+1

2|I1|
. For all values i where b ≤ i < y the probability is q

2|I1|
. We

then have the following inequality: q
2|I1|

≤ q
2|I1|−b = 1

y ≤
q+1
2|I1|

. As |I1| = κ + |I2| the difference between
q+1
2|I1|

and q
2|I1|

is 1
2|I1|

. Since 1
2|I1|

is negligible in the security parameter κ, the difference between 1
y and

either of these quantities is also negligible in the security parameter.
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