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Abstract—in this paper, we investigate non data-aided channel sion of training symbols. Many existing blind OFDM channel
estimation for cyclically prefixed orthogonal frequency division  estimation methods are statistical in nature (e.g., second-order

multiplexing (OFDM) systems. By exploiting channel diversity  giaiistics based as in [5]-[10]) and usually require large number
using only two receive antennas, a blind deterministic algorithm is

proposed. Identifiability conditions are derived that guarantee the of data blocks. For example, in [3], [7], a”‘?' (8, statlsthal
perfect channel retrieval in the absence of noise. In the presence SUbspace approaches were proposed for blind channel iden-
of noise, the proposed method has the desired property of being tification that utilize cyclostationarity inherent in the OFDM
data efficient—only a single OFDM block is needed to achieve systems with cyclic prefix (CP). Clearly, these methods require

good estimation performance for a wide range of SNR values. The 4t the channel be constant for a large number of blocks and
algorithm is also robust to input symbols as it does not have an '

restriction on the input symbols with regard to their constellation g thus, havg. limited applicability in wireless channels involving
or their statistical properties. In addition, this diversity-based high mobility when the channel may vary from block to block.
algorithm is computationally efficient, and its performance Deterministic blind OFDM channel estimation, on the other
compares favorably to most existing blind algorithms. hand, is usually more data efficient. For example, the finite
Index Terms—Channel estimation, Cramér—Rao lower bound alphabet property has been exploited in [11]-{13] for blind
(CRLB), orthogonal frequency division multiplexing (OFDM), re-  channel estimation. A decision-directed iterative algorithm was
ceiver diversity. proposed in [11] for joint symbol and channel estimation. The
performance, however, largely depends on the initial point and
I. INTRODUCTION is sul?ject.to error propaggtion. The propqsed identifiability also
heavily hinges on the signal constellation. For example, for
C URRENT and future broadband wireless communicatiofgAM, the subcarrier number should be at least 52 times the
systems aim to provide high data rate services. As a fgannel length; therefore, it has limited application in practice.
sult, multipath fading becomes a major concern as systems Wiiy12] and [13], the finite alphabet was explicitly exploited to
high data rate are more liable to intersymbol interference (Idptain an estimate of the channel in the frequency domain. The
due to the increase in the normalized delay spread. It is thegpannel identifiability of this approach is independent of the
fore imperative to use modulation schemes that are robustf@sence of channel nulls at subcarrier frequencies. For PSK
multipath fading. Orthogonal frequency division multiplexingnodulation, this method can work with a single OFDM block.
(OFDM), because of the split of a high rate data stream intogywever, for the QAM modulation scheme, multiple data
parallel of lower rate data streams, provides the much-needgigcks are still needed along with some statistical assumptions
resistance to multipath fading and has attracted increasing i the input sequence. The major concern, however, is its
terest in recent years. In Europe, OFDM was first standardizggmputational complexity, which can be prohibitively high
for digital audio broadcasting (DAB) in 1995 [1] and terrestriafyhen the channel length is large. Even with the suboptimal
digital video broadcasting in 1997 [2]. It has also been proposgfase directed (PD) algorithm, a blind initialization using the
for high data rate packet transmissiark.a, wireless LAN, as mqdified minimum distance (MMD) method can still be com-

standardized in IEEE 802.11a [3] and HIPERLAN/2 [4].  pytationally expensive. Some heuristics have been proposed to
To maximize the performance advantage of OFDM system|ieve the computation burden [14].

coherent detection is desired, and in this case, reliable estieceiver diversity is another important resource that can be
mation of the time-dispersive channel is required. Trainir@(pmited in OFDM channel estimation. In [15] and [16], mul-
symbol-based OFDM systems usually require an ext20%  tip|e receive antennas are used for channel estimation for OFDM
bandwidth, thereby consuming too many precious resourcggstemsvithoutCP. The proposed algorithms are statistical sub-
Blind channel estimation algorithms have the advantage §face methods and require a large number of blocks. It is inter-
being bandwidth efficient as they do not require the transmigsting to note that transmitter diversity has also been utilized for
blind channel estimation of OFDM systems [17]. In this paper,
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the statistical subspace methods. Channel identifiability condirodulated subcarriers are added together to form an OFDM
tions are developed that guarantee perfect channel retrievablack. The orthogonality among subcarriers is achieved by care-
the absence of noise using only a single OFDM block. Thefdly selecting the carrier frequencies such that each OFDM
conditions are derived for the general case when virtual carrigggmbol interval contains an integer number of periods for all
are present, which is compatible with most practical wirelessibcarriers. Guard time, which is cyclically extended to main-
OFDM systems. The Cramér—Rao lower bound (CRLB) is d&in the intercarrier orthogonality in the presence of the time-
rived for performance evaluation, and it is found through numedispersive channel, is inserted and is assumed longer than the
ical examples that the proposed algorithm is efficient for largaaximum delay spread of the channel to totally eliminate in-
SNR. terblock interference [19]. The CP insertion effectively converts
The proposed algorithm is intimately related to the cross reenvolutional channel in the time domain into a multiplicative
lation (CR) method [18] for single carrier system with channahannel in the frequency domain, thus alleviating the need for
diversity. As pointed out in Section llI-E, the new algorithm cachannel equalization. This greatly simplifies the transceiver de-
be derived using the CR principle applied to circular convolutiosign [20].
instead of linear convolution. However, because of the CP, theThe discrete-time complex baseband OFDM signal, in-
conversion from linear convolution to circular convolution hasluding the CP part, is
simplified the algorithm as well as the identifiablity conditions,

N-1
especially with regard to the input symbols. Furthermore, thgn): 1 Z de??™ /N p— _p ..., -1,0,...,N —1
proposed algorithm, along with its identifiability conditions, can VN k=0
be easily adapted to the cases when virtual carriers are present. 3)

The organization of the paper is as follows. In the next se¢hereP is the length of the CP, antl , = dy_y. In the pres-
tion, we introduce the signal model with receiver diversity. Ignce of a time-dispersive channel and additive white Gaussian
Section Ill, we present a simple yet effective blind channel eBoise, assuming two receive antennas are employed, the dis-
timation algorithm using channel diversity. Section IV give§rete-time baseband signals at the two receivers, after timing
the identifiability conditions. Performance evaluation includingnd frequency synchronization, are

both CRLB analysis and simulation results are contained in 1 N=l _
Section V, and we conclude in Section VI. z1(n) Vi > Hy(k)dpe?>™ /N + vy (n)
The following notation is frequently used in this paper. The N =
DFT matrix W is defined as 1 Nt Sk
=— Hy(k)dye™™"
wS o Wy wy WY a(n) JN 2 2(k)dye + v2(n)
0 1 2 . N-1 =
1 WJOV WJZV WJI VZéVN_l) forn = 0,...,N — 1, whereH;(k) is the channel frequency
W= \/_N Wy Wi Wi o Wy response corresponding to tite channel at subcarridr, and

: : . : v1(n) andvs(n) are both additive white complex Gaussian noise

wh RN 1/1/](VN*1>2 and are uncorrelated with each other. The CP part is truncated in
(1) the above equations because it contains a contribution from the

where N is the number of subcarriers, afidy = ¢~727/N . previous OFDM block. The above signal model can be written

The factor1/v/N is introduced to makdV unitary for ease in a compact matrix form as

of notation. The normalized DFT matriv/ can be partitioned x; =WHH,d + v,

asW = [Wr,1 Wy_r_1], whereL + 1 is the length of H

channel impulse response and is assumed kreoriori in this Xz =W Had + vz

paper, andW ., is the matrix composed of the firdt + 1 where W is the normalized DFT matrix as in (1),

2%0

columns ofW. Further, we write H,; = diagh;) with
uff h; = [Hi(0),..., Hy(N —1)]" 4
Wiy =| (@) thatis,H; is a diagonal matrix with diagonal elemeft (k),
ull andd = [do,....dy_1]" is the symbol vector. Taking the

where eachu, is anT. + 1 by 1 vector. We use bold face capitaIDFT at the receiver, we have the equivalent frequency domain

letters to denote matrices, whereas bold-face lowercase letfgervation
denote vectors. Finally, we denote circular convolutioktand yi =Wx; = Hyd + z,

linear convolution by*. v =Wxy = Hod + 25

wherez, andz, are statistically identical te; andvs because
_ ) _ _ of the unitary property oW, i.e., z; andz, are both white
In OFDM systems withV subcarriers)N information sym- complex Gaussian and are uncorrelated with each other. Blind
bols are used to construct one OFDM bldcRpecifically, each hannel estimation aims to retrieve bdh and H, without
of the N symbols is used to modulate a subcarrier, and¥he gny knowledge aboud. Clearly, without extra information, a

IExtension to virtual carrier present systems will be addressed in S«Q:i-rect appr_oach to estimate the frequency response nidtrix
tion 11I-C. is not feasible—the number of unknowns\&rom the three

II. OFDM SIGNAL MODEL WITH RECEIVER DIVERSITY
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N x 1 complex vectordy, hy, andd) exceeds the number ofthe implementation of the algorithm in the noisy case as well as
observations (& from the two observation vectoyg andys). its extension to the virtual carrier present case.

However, we note that the actual degrees of freedom associated

with H; andH, are far smaller thaiV. This is because the B. Noisy Case

frequency response is simply the DFT of the channel impulseln the presence of channel noise, it is clear that (6) will not
response that is usually assumed to be shorter than the cyhlitd. Instead of finding an exact solution, we may seek to min-
prefix and, hence, is far smaller thah With this observation, imize the quadratic form:

we can rewrite the signal model as
9 min gfUg=gfVHEVg st |g/=1
g

y1 =Dh; +2z;, =DW_r 181 + 27 e N .
y2 =Dhy + 2o = DW1 185 + 22 5 whereU =ViVisa ZL_+ 1) x 2(L_+ 1) Hermitian matrix
and is positive definite with probability one in the presence of

whereD = diagd), i.e., itis a diagonal matrix with diagonal el-channel noise. The constraint gris to avoid the trivial solu-
ementdy,, h; isasin (4), W isthe partition of DFT matrixas tion g = 0. The solution to the above constrained minimization
in (2), andg; is the impulse response for ti channel; hence, problem is the eigenvector corresponding to the smallest eigen-
we have the relatioh; = W, g;. Here, we have a total of yajue of U. Equivalently, we can find the right singular vector
N +2(L + 1) unknown complex variables with2 complex corresponding to the smallest singular value of the mafrix

observations. For most practical mobile channels. the numbeNext, we present the extension to OFDM systems involving
of observations is always greater than the number of unknowggtyal carriers.

Itis interesting to note that due to the inherent scalar ambiguity,
channel identifiability does not require that the number of olts. Virtual Carrier Present Case
servations is always greater than that of the unknowns. This will|, most wireless OFDM systems, virtual carriers are inserted

be elaborated on further in Section IV. We remark again that{gy anti-aliasing after the D/A converter at the transmitter. For
this paper, we deal exclusively with the case of known Cha”'@lample, in both IEEE802.11a and HIPERLANY/2, 12 out of 64

length. carriers are virtual carriers [3], [4]. The proposed algorithm can
be easily modified to adapt to cases when virtual carriers are
I1l. BLIND CHANNEL ESTIMATION present.
A. Noiseless Case Let us assumé/ < N, and, without loss of generality, the

. . . ) . last N — M carriers are virtual carriers, that is, theSe— M
Given the signal model in (5), we first consider the channel” . . o
S . . ; carriers are inactive in a sense that they are not used to modulate
estimation in the noiseless case. We emphasize again that . . . )
. e . Information symbols. Implemented in baseband using DFT, this
converting the channel estimation from frequency domain 1o

time domain, we have reduced the degrees of freedom [21]|%fanalogous to zero padding for DFT. The input time domain

the estimation problem. Using the above model, we now dev%'gnal’ corresponding to (3) but with virtual carriers, is

a simple algorithm that can perfectly retrieve the time domain 1 Mt -
channel impulse response in the absence of noise. s(n) = ﬁ Z dye’ '
Without the channel noise, (5) can be written as, in an ele- k=0
ment-by-element fashion Thus,d;, = 0 for & > M. Then, the received signal can be
easily modified as
yl(/i,) de . ufgl _ JE—
ya (k) =dy, - ul go Y1 =D Wiiig1 +2z
whereu/ is given in (2). Therefore, fod;, # 0 Y2 =D Wirng +_Z2 @
wherey; = [5:(0)....,5(M — 1)]7, Y, = diag(¥;) for i =
yi(k)uyl g2 = ya(k)uy g1. 1,2, D = diag(do,...,dy—1)T, and Wy, is the first M
The matrix form of the above equation is rows of W 1. The channel estimate can be obtained by taking
SVD onV, where this neww matrix is constructed using the
Y W8 =YoWiiig newly defined matriceY; andW ., in a fashion similarly to

whereY; = diagy;) andY, = diagy) are diagonal ma- that of (6), _ o _
trices constructed using; andy,, respectively. Equivalently. Notice that the number of virtual carriers is considered known

we have apriori. If the actual number of virtual carriers is larger than that
is assumed in the algorithm, the proposed method will not work
[YoWr1 —Y I W] {gl} £vg=0 (6) because thd& matrix in (6) is more than rank-one deficient in
&2 the noiseless case.

whereV = [YoWr1 —Y Wiy ], andg = [g1,82]". )

Therefore, il’[l the noiseless case, th]e channel <£an be ]retriepedv'u't'ple OFDM Data Blocks

up to a scalar ambiguity by simply finding a solution to the If the channel is quasistationary and, therefore, can be

above homogeneous equations. We will address the existeassumed constant during several OFDM blocks, channel esti-

and unigueness of the solution to the above equatichig, mation can be improved by utilizing multiple OFDM blocks.

identifiability issue) in the next section. We first discuss belowssuming thatK blocks are used for channel estimation, it
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is straightforward to extend the algorithm to the following Notice that steps a) and b) are all reversible, and therefore, the

minimization problem: proposed method can be considered as an application of the CR
principle to circular convolution. Specifically, singe = d®g,
mmg [Z VkHVk] st |gl=1 andx; = d ® go, we have

dRgi ®g=d®g®
whereVy, is constructed for each OFDM block. Notice that 8182 82081

this extension does not have any substantial increase in comtich yields (8). The circular convolution is a direct result of
plexity—only one eigendecomposition is required no mattée insertion of the CP. We also note that in the presence of

how many blocks are used. virtual carriers, this direct application of the CR principle does
_ _ not work—the constructe® matrix is more than rank one de-
E. Connection With the Cross Relation Approach ficient. In this case, direct frequency domain approach as in

In this section, we investigate the connection between the p&gction 111-C should be used.
posed method and the CR approach in [18] that was proposed
for deterministic blind channel estimation for a single carrier IV. IDENTIFIABILITY
system with receiver diversity. Assuming that there is no virtual The channels are said to be identifiable if, in the absence
carrier, the new method amounts to solving (6), which we repggtoise there is a unique solution (up to a scalar ambiguity)
here for convenience: that satisfies the signal model (5) or (7). In this section, we
_ 81| a _ discuss the identifiability issues based on OFDM system with
REML YiWes] [gJ =Ve=0 virtual carriers therefore we will use signal model (7). Since
Note Y; — diag Wx;), i — 1,2 and OFDM system Withqut virtual_carrier_s is just a special case
xi = [2:(0),2;(1),...,2:(N — 1)]T. Then, we have the ywth_the nqmber of V|rt_ual carriers bemg 0, all result_s derlve_zd
in this section automatically apply directly to cases without vir-
~ tual carriers.
X, =W 'Y,;W In the following, we give a sufficierdnd a necessary condi-
tion (thoughnot sufficient and necessacgndition) for channel
identifiability using receiver diversity.

following [22]:

whereX; is a circulant matrix constructed with, i.e.,

z;(0) (N =1) - (1) Theorem 1 (Sufficient Condition)The channel impulse re-
N zi(1) zi(0) - owmi(2)| sponseg; andg, can be identified up to a scalar factor if the
Xi= : : : : i=1,2. following conditions hold:
. 1) H,(z) andH>(z) do not share common zeros.
zi(N=1) @(N-=2)  2(0) 2) Ml(>)2L N 12_( )
Clearly The proof is lengthy, and we defer it to Appendix A.
YW= WX, Theorem 2 (Necessary Conditionlf the channel impulse

responseg; andg. are identifiable up to a scalar factor, then
Using matrix partitioning, we ge¥; Wy, = WX;, where M > 2L + 1.

X, is the firstL + 1 columns ofX,, i.e., Proof: If the system is identifiable, there will be a unique
;(0) zi(N—-1) - zs(N—-L—-1) (up to a scalar ambiguity) solutiagn andg; for (6). Therefore,
zi(1) 2;(0) o m(N-L) the rank ofV must be Z + 1, i.e., its null space must have a
X; = ) ) ) ) ) dimension equal to 1. Sincé is anM by 2(L + 1) matrix, we
: : : : must haveVl > 2L + 1. Q.E.D.
zi(N=1) z(N-2) z;(N — L) _ _
A. Discussion
Therefore
(1] (a ConditionM > 2L + 1 guarantees that we have enough ob-
[YoWri1 —YiWig] g =0 servations in order for (7) to be solvable. Notice in the boundary
52 situation that wher/ = 2L + 1, we actually have 2/ com-
[WX, —-WX,] g g & plex observations, which is less than the number of unknown
82 ] complex parameterd/ + 2(L + 1) = 2M + 1. In this case, we
(X, —Xi] 81| can still estimate the channels because the inherent scalar ambi-
| 82 | guity relieves us from identifying the exact channel responses.
which is Since in most practical wireless channél$, which is the total
number of nonvirtual carriers, is far greater than the length of
X1 ®g2r=X2881 (8) channel impulse responde+ 1, it is fair enough to consider

. . . that this necessary condition and the second part of the suffi-
where® denotes circular convolution. This is closely relateq.

. ; R ent condition are automatically satisfied.
tq the CR metho.d In .[18]’ whgre linear convolution, instead 01! Another observation is that the sufficient condition is remi-
circular convolution, is used, i.e.,

niscent of that of the identifiability condition with receiver di-
X1%go = Xo*g1. versity for single carrier systems (see, e.g., [18] and [23]). The
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linear complexity of the input sequence, which is defined as tt 1 : ikl ;

number of modes of the polynomial constructed from the inpt
sequence, is now translated into the number of nonvirtual ce
riers in the frequency domain. This equivalence is indeed a ¢
rect consequence of the CP insertion (otherwise, infinite leng
inputis required). Since different modes correspond to differeiq «°
subcarrier frequencies, the sufficient condition is also simplig
fied in the frequency domain as we only require thdgks to §1o-'-
be nonzero. The necessary condition, however, appears to =
stronger than that obtained for single carrier case. The strong
condition is easily obtained in the frequency domain, again d. *
to the CP insertion that translates time domain convolution int
the frequency domain multiplication.

V. PERFORMANCEEVALUATION

In this section, performance evaluation of the proposed algi ~ ° s 10 R % % “0

rithm is carried out both analytically (using CRLB) and numeri-

; i ig. 1. Example of MSE for the blind OFDM channel estimation using
Ca”y' We start from anaIyS|s by denvmg the CRLB and CompaFlversity scheme and the corresponding CRLB for the channel pair specified

it with the mean squared error (MSE). in (10). The MSE and CRLB are computed fgs under the assumption that
91(0) is known.

A. Cramér—Rao Lower Bound

In this section, we evaluate the performance of the blind estien could be that because of the common zero at a subcarrier
mation algorithm by deriving the CRLB. The unknown paranfrequency, the corresponding symi) is clearly not identifi-

eter vector is able. However, itis found numerically that after getting rid of the
B T row and column correspondingdg, , the remaining FIM is still
0 = [Re(g1), Re(g2), Re(d), Im(g1). Im(g2), Im(d)]" . rank deficient—which implies that the channel itself may not

Based on (5) and given thai andz; are uncorrelated with be identifiable. This observation suggests that a possible neces-
each other, the negative log likelihood function can be obtain&ary condition for channel identifiability is thgt andg do not

as, after discarding any irrelevant constant share common zeros at subcarrier frequencies. Notice that this
- condition is weaker than that stated in the sufficient condition
—InA=(y; —DW ) (y1 — DWpri1g1) i
Y1 L+181 1 L+181 whereg; andg, do not share any common zeros without regard

+(y2 — DWL+1g2)H (y2 — DWp,1g,). to their possible locations.
) i ) _ . We compare the MSE of the proposed algorithm to the cor-
Under the assumption of complex Gaussian noise, the FisReL,nding CRLB using a single OFDM block. The following
information matrix (FIM) can be derived as [24]-{26] channel pair is generated using Rayleigh fading model for each

_ , |ReF.) —-Im(F,) tap.
F=2limF.) ReF.) ©) | | |
g1 =[0.158 — 0.664i, —0.198 + 0.267i, —0.325 + 0.197i
where — 0.378 — 0.245i,. — 0.278 — 0.0034]”
H H
o1 QOQ QB,Q 8H§1 g2 =[—0.531 + 0.189, —0.409 + 0.176i
) 2 < ; ()55 HES
o |miq WEQ HIH, +HUH, — 0.035 — 0.3134,0.147 + 0.218i, 0.557 + 0.0764(1.0)

ando? is the noise power, an@ = DW ., ;. A detailed deriva-

tion of theF . matrix is provided in Appendix B. Note that ma-The scalar ambiguity is removed by assuming thg®) is

trix F. is at least rank 1 deficient due to the scalar ambiguiknown, and we compute the MSE and CRLB fgs. Cor-

of the channel. To evaluate the CRLB, we often consider onespondingly, the CRLB is calculated by removing the row

element of the channel (e.g., the first elemengpf, as known. and column of the FIM corresponding to that @f(0). The

After deleting the column and row associated with the knownesults are given in Fig. 1. We also plot the bias of the estimator

parameter, the remaining matrix will be full rank, and the CRLBY Fig. 2, where the bias is defined &S, |g2(k) — §2(k)|,

can be evaluated by inverting this full rank matrix [27]. whereg, is the estimated channel. Both the MSE and bias are
Itis interesting to consider the situation whgnandgs, share obtained using 800 Monte Carlo runs. Clearly, the proposed

a common zero at a subcarrier frequency, &ayln this case, algorithm is close to efficient and unbiased for large SNR.

matrixF. will have an all-zero row and an all-zero column atthe Finally, we discuss the effect of virtual carriers on the per-

corresponding input symbol location, i.e., the row and colunformance of the estimator and, in particular, on the CRLB. It is

corresponding taly,. Therefore, even if we assumpe(0) is straightforward to verify that the CRLB derived here applies to

known and its corresponding row and column is deleted frothe case with virtual carriers except tlatandW ., are re-

the FIM, the remaining FIM is still not full rank. One explanaplaced withD andW ;. ;, as defined in Section IlI-C. The pres-
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N=16,L=4,16QAM o N=16,L=1,BPSK
0.12 T T T T T T T 10 T T T T

T
=¥ 2MMD-PD-1blk
-6~ Div-1blk

L -8- 4MMD-PD-1blk

L L L L 1 1 1 107 L 1 s 1 L L L
0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
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-0.02

Fig.2. Example of bias for the blind OFDM channel estimation using diversityig. 3. MSE for the blind OFDM channel estimation using diversity and the

scheme for the channel pair specified in (10). The bias is computed fander  finjte-alphabet method for BPSK. The MSE are computed by averaging over 200

the assumption that, (0) is known. randomly generated channels and using 800 Monte Carlo runs. Four iterations
were performed for the PD algorithm. Both methods use one OFDM data block.

ence of virtual carriers will affect the performance of the pro-
posed algorithm. Numerical results indicate that as the numtheérr example,/ = 4 for QAM modulation, andJ equals
of virtual carriers increases (yet the identifiability conditions arée constellation size for any PSK modulation. The optimum
still met), the CRLB, as well as the MSE of the channel egrinimum distance (MD) algorithm requires a search.jof
timate, becomes larger. This can be explained as follows. FsIssible channels, which is computationally prohibitive. In-
the receiver diversity scheme, if the number of virtual carriegead, initialization using the MMD algorithm followed by the
increases by one (say, with indéy, the number of unknown PD algorithm can be used [13]. We use a two-ray channel (i.e.,
parameters to be estimated decreases by one (corresponding 1) for all comparisons between the diversity scheme and
to d;), whereas the number of observations decreases by the finite-alphabet method. We remark here that thecomes
(y1(k) andys(k)). large, even the suboptimal MMD-PD becomes computationally
formidable. In this case, more heuristics need to be resorted to
relieve the computational burden [14].
. , In Fig. 3, we compare the diversity method with the finite-
In this section, we compare the MSE performance of the pramnapnet method for BPSK modulation scheme, both using a
posed method with the finite-alphabet method in [12] and [13]n4je OFDM data block. The PSK modulation scheme enables
and the subspace method in [7] and [8]. Throughout this S§fg finite-alphabet method to be implemented using only one
tion, we choose the number of carriehs = 16 and assume oepw biock [12], [13]. The MMD algorithm is used for initial
that no virtual carrlgr |_s prese_nt: The CP length is chosen to annel estimation followed by the PD algorithm to perform a
5. The scalar ambiguity is eliminated as fOHOVY% Assymf thalcursive search. In the legend of the figurd-MMD” stands
the channel estimate fe is g:. Defininga = g1 g1/[g:11°, o, N-point MMD initialization, with a complexity of/~ . We

we useg; = ag; as the final channel estimate. The reason I§,q 14 4MMD initialization followed by the PD search outper-
that in the simulation, we average the performance over 200 ral-ns the diversity method

domly generated channels. The approach of assuming aknOWU\/e also compare the diversity method with the finite-al-

channel coefficient may occasionally lead to unreasonable B?fabet method for the QPSK modulation scheme, both using
sglts forany blind channel estimation alg.orith'mthe coeffi—' ne OFDM block. From Fig. 4, it is clear that 4-I\/iMD does
qent happens to be of a very small magnitude. The MSE is ot give a good MSE performance. Numerical analysis found
fined using out that of all the 200 channels being averaged, there are
M. considerable cases when the 4-MMD initialization does not
1 Z g — gl|. give an accurate enough estimate and eventually causes the
m=1

B. Numerical Results

MSE =

M, PD algorithm to diverge. For QPSK, 6-MMD can yield good
initial channel estimate to ensure the convergence of the PD
Diversity Method versus Finite-Alphabet MethoW/e first algorithm, but the complexity goes up significantly. The diver-
compare the diversity method with the finite-alphabet methaity scheme, however, requires only a single SVD independent
proposed in [12] and [13]. The finite-alphabet method firatf the channel length or signal constellation. Further, while
obtains an estimate off’(k). Then, it tries to resolve the the diversity method has a similar MSE performance as the
phase ambiguity to determirdé(k) from H” (k). Here,k is the finite-alphabet method for low SNR, it outperforms the latter
subcarrier index, and is determined by symbol constellation.in the high SNR region.
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N=16,L=1,QPSK N=16,L=1,16QAM
T T

T T
-©- Div-1blk
-4 4MMD-PD-100blk
-8~ 6MMD-PD-100blk
i ”

-6~ Div-1blk
—& 4MMD-PD-1blk
-8- 6MMD-PD-1blk
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Fig. 5. MSE for the blind OFDM channel estimation using diversity and

Fig. 4. MSE for the blind OFDM channel estimation using diversity ang,\lf finite-al : .
3 ; -alphabet method for 16QAM. The MSE is computed by averaging
finite-alphabet method for QPSK. The MSE are computed by averaging 2 er 200 randomly generated channels and using 800 Monte Carlo runs. Four

randomly generated channels and using 800 Monte Carlo runs. Four iterati Diations were nerformed for the PD algorithm. We use one OFDM block for
were performed for the PD algorithm. Both methods use one OFDM data blo e proposed mFe)thod and 100 blocks fo? the fin.ite-alphabet algorithm.

The performance degradation of the finite alphabet algorithm
can be explained as follows. The finite alphabet algorithm neet 4
to resolve the phase ambiguity—the direct available estimate
H’(k), from which we need to get back (k) (or its corre-
sponding time domain channel impulse response). The degre
of freedom associated with the above problemaket- 1 as the 0
frequency domain multiplication is equivalent to time domair
convolution. For BPSKJ = 2, which is relatively small, and
thus, 4-MMD can give reasonably good estimate for a chann,,
with L = 1 to allow the PD to converge. For large signal con-2'
stellation,J > 4; therefore, significantly higher dimensional
MMD is needed to get a reasonable initial point. For example
QPSK constellation with. = 1 requiresN > 5, which ex- i
plains why 4-MMD does not work well in the previous example.
The problem could be even more prominent for large-dimensic
PSK modulation ad is identical to the size of the constellation
for PSK modulation. 100 s m s ’ s ™ " "

In Fig. 5, we compare the two methods for the 16QAM
modulation scheme. We use One_ O_FDM block for the d|Ver§|B(g. 6. MSE for the blind OFDM channel estimation using diversity and the
method and 100 blocks for the finite-alphabet method. Notieebspace method for 16QAM. The MSE are computed by averaging over 200
that for QAM modulation,J is fixed at 4 and is independentra”dom'y generated channels and using 800 Monte Carlo runs.
of the modulation size. However, it requires a large number of

OFDM blocks to estimatd?”(k) as no deterministic results | this paper, we consider the scalar ambiguity known to the
exist ford” with QAM modulation. Similar initialization issues receiver. In practice, scalar ambiguity is resolved through either
exist for 16QAM modulation. From Fig. 5, we can see that @aining symbols or pilot tones, which will introduce extra error
100-block finite alphabet method using 6-MMD initializatiorfor channel estimation [28]. The finite-alphabet property of the
has a better performance than diversity using a single blockiifhyt symbols can be utilized to alleviate this effect. The com-
a low SNR region, yet it exhibits an error-floor effect in theg, tational complexity of the finite-alphabet method can also be
high SNR region. reduced with the aid of training symbols or pilot tones.

For channels witl, > 2, the complexity of the MMD will go Diversity Method versus Subspace Methdd:Fig. 6, we
even higher in order to obtain a reasonable initial estimate for tbempare the diversity method with the subspace method pro-
PD algorithm to converge. The heuristic approach in [14] coufzbsed in [7] and [8] using the 16QAM modulation scheme.
be applied to reduce the complexity of the finite-alphabet-basetbm the plot, it is clear that the diversity method with only
method. Notice that the proposed diversity scheme can alsoébéew OFDM blocks can achieve equivalent or better perfor-
used to initialize the finite-alphabet algorithm. mance than the subspace method using more than 60 blocks,

N=16,L=4,16QAM
T

T
—%— sub-64blk
-©- div-1blk

—& sub-66blk
—8- div-3blk

-2

20
SNR
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N=16,L=4,16QAM N=16,L=4,16QAM
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107 T T T T T T

6~ div-1 blk {[~5" Estimated Channel |]
-4~ div-2 blk . —%— True Channel
-8 div-5 blk ;

—%— div-10 blk
—0— div-20blk

107 ! L 1 L ) 1 '

20
SNR SNR

Fig. 7. MSE for the blind OFDM channel estimation using diversity schemgig. 9. Example of BER with estimated channel using diversity scheme and
with 1, 2, 5, 10, and 20 blocks of data for 16QAM. The MSE are computed hije true channel. BER are calculated using 12.5 million OFDM blocks (200
averaging over 200 randomly generated channels and using 800 Monte Catlthion bits).

runs.

Robustness to Different Modulation Schemé&gy. 8 shows
— the performance of the diversity method for different modula-
& Srex tion schemes. Clearly, the diversity method is fairly insensitive
to the constellation of the input symbols.

BER of the Diversity MethodFig. 9 shows the BER using
both estimated channel and the true channel. A channel pair
is randomly generated and fixed throughout the simulation.
While it is expected that the true channel gives better BER
performance, the SNR loss using the estimated channel be-
comes smaller as the channel SNR increases. This is due to the
improved channel estimation performance at high SNR.

N=16,L=4,1 block data
10 T T T T

VI. CONCLUSIONS

In this paper, a data-efficient blind channel identification al-
gorithm utilizing receiver diversity is proposed. The proposed
10 15 20 TR 35 40 «  algorithm utilizes frequency domain observation to estimate the
channel impulse response and is intimately related to the CR
Fig. 8. MSE for the blind OFDM channel estimation using diversity witmethod for blind channel estimation in single carrier systems.
different modulation schemes. The MSE are computed by averaging over 380the noiseless case, the algorithm can perfectly retrieve the
randomly generated channels and using 800 Monte Carlo runs. .
channels up to a scalar factor. In the presence of noise, the al-
gorithm has very low complexity—only a single eigenvalue de-
making it more appealing for high mobility applications. We reecomposition is needed, no matter how many OFDM blocks are
mark here that through extensive numerical simulations, similased. Some identifiability results are obtained, and the effect of
improvement can be observed for different modulation schemasannel nulls at subcarrier frequencies is also discussed. One
and channel lengths. of the most desirable merits of this new approach is its data ef-
Performance of the Diversity Method With Multipleficiency—it can be implemented using a single data block to
Blocks: When the channel is assumed constant over a periachieve reasonably accurate estimate, and this property is in-
of multiple OFDM blocks, the performance of the diversitydependent of the input signal constellation. Furthermore, the
method can be further improved by utilizing more data blockproposed algorithm imposes no restriction on the input symbol,
This is observed in Fig. 7. Note that the improvement doég., no statistical assumption regarding the input symbols are
not grow linearly with the number of data blocks and wilheeded. The Cramér—Rao lower bound of the channel estimate
eventually saturate. Since a few blocks of data is enough feeised on the diversity model is also derived, along with nu-
the diversity method to give a reasonably accurate chanmegrical simulation to evaluate the performance of the proposed
estimate, users can choose a “cutoff’ point in terms of tredgorithm.
number of OFDM blocks, balancing performance and dataNotice that in this work, we assumed that the channel length
efficiency. is perfectly known, as is with most blind methods. Extension of

10 L I 1 s 1 1
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the diversity-based channel estimation with unknown chanrgihceg; andg; are of the same length, their corresponding
length is under investigation and will be reported elsewhere. z-transforms have the same number of roots. Combined with
(13), we have

APPENDIX A I . .
PROOF OF THESUFFICIENT CONDITION FOR |DENTIFIABILITY 1(2) = alli(2) = g1 = ag
In the noiseless case, model (7) yields From (12) and the above expression, we have

Hy(k) _ Hy(k) _
Hy(k)  Hx(k)
Henceg, = ags, i.e., the scalar factar is common tag; and
g2-
N Note that a nonvirtual carrier system is just a special case with
dy, -ulg) =d;, -ullg, M = N, andinthis case, the proof can be simplified. Using (12)
(11) fork = 0,...,N — 1 and the fact that{;(k) and H;(k) are,
_ S respectively, théV-point DFT at frequencgrk/N forimpulse
From this, we get, through cross multiplication responseg; andg;, we have in the time domain the following

did,, (ung1) (ukHQ;Q) = dy.dy (ungz) (uggl) . identity for V-point circular convolution:

Consider index corresponding to a nonvirtual carrier, i.e., for 81 ® g2 = 81 ® g2

k such thatdy, # 0. If dj, = 0, then from (11)g, andg; Must  gjyen thatg,, g-, g1, g are all vectors of lengtth + 1, if N >

share a common zero. Thu, # 0, and we have 2L + 1, then theN-point circular convolution is equivalent to
H,(k)Hy (k) = Hy(k)Ha (k) (12) linear convolution. Therefore

yl(k) =dj, ~U£{g1
ya(k) =dy, 'U£g2-

(14)

Assuming we have another set of parametéis 1, g») that
also satisfy the same system model, we then have

d, ~ufg2 :Jk . ungg.

fork =0,..., M —1. Notice thatH, (k) andH, (k) are, respec- g1#82 = Z1%82
tively, the Z transform sampled at frequeriayk /N for impulse

response; andg;. This is equivalent to, fog = ¢=727k/N or
L L L H, (2)H,(2) = Hi(2)Hy(2). (15)
lz gl(n)z_"] lz §2(n)z_"] = [Z gg(n)z_"] _ o _ _ _
n=0 n=0 n=0 Given (15), it is shown in [18] that the channel can be identi-

fied up to a scalar factor H;(z) andH;(z) do not share any
] common nulls. Therefore, we must have

. [Z g1(n)z~

Expanding the products on both sides, we get [gj = [gj :
Bo+ Pzt + -+ farg1z 2 | saminn=0 Q.E.D.
fork =0,...,M — 1, where
APPENDIX B
Z DERIVATION OF THE FISHER INFORMATION MATRIX
g1(n)g2(i — n) Zgg Ygr(i—mn)| .
Consider the signal model as in (5). The unknown parameter
In matrix form vector is
Zaif = 0. 0 = [Re(g1), Re(g2), Re(d), Im(g1), Im(g2), Im(d)] ™.

The rows ofZ,, are the correspondinil rows of W4, Apgarze]r\;tly, thiFlM’ dgn(f)_ted H, is of dimensior N +4(L+
whereW,r . is the first2L + 1 columns of DFT matrixw, 1) by +4(L + 1). Define

andg = [0, B1, ... Bor+1]T. Iif M > 2L+ 1, then the Vander- _ | DWiiag:
monde matri>ZM is full column rank. Therefore B= DW; . 18

to be the mean value of the observation ve¢yar y»]” that is
Z g1(n)ga(i = n) Z g2(M)n (i = n). otherwise Gaussian distributed. Each element of the FIM can be

ritten, given that the noise covariance matrix ™, as
The left- and rlght hand sides of the above equation correspond g

to the linear convolution between andgs, g» andg;, respec- F(i,j) = —Re [( )H (8_”” '
tively. Thus, we havel; (z)Ha(z) = Hi(z)H,(z). Therefore, ’ 09 99;

R(H1(z)) © R(H1(z)) U R(H2(2)), whereR(H,(z)) is the Defined = [g;,g,,d]”. In matrix form, F can be written as
set of roots off/ () [18]. Since the channels do not share anp4]-[26]

common zero, we must have

R(Hi()) €% (1(2)) - (13)

ReF. —Im(F.
F:2[ImeEFc§ RQ%C))}
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where each element &, is

1

H
goa) — o o
R =2 [ (3) (5]
Write F. in partitioned matrix form as
1 A11 A12 A13
F.= = Ay Ay A
A31 A32 A33

Letting Q = DW_,;, we can obtain each block of tie,.
matrix as follows:

oul op T
Ay =—"— =[WE DH 0][DW 0
L= 5g, gl (Wit J[IDWri 0]
=Q"Q
ot op T
Ap=———""=[WZ D# 0][0 DW =0
12 = 5gr ogll (Wi Il L+1]
ou" op H TH T H
Aqs 8g18d—H:[WL+1D 0][H; 0]" =Q"H,
opf op T
Ay =————==[0 WI_ D|[DW 0]" =0
P [ 1 D7 [DWry 0]
ot op T
Ap=———"2-=[0 WE Df][0 DW
2 =5, gl [ L1 D7 L41]
=Q"Q
ot op T H
A23 ag2 ad_H = [0 WII:‘,+1DH][O HQ] :Q H2
op" op
A =57 g = [ HI][DWrn 0]' =HI'Q
op" op T exH
Az W@:[H{{ HY [0 DWr, ] =H;'Q
ot op T
Ass 8—dad—H:[H{{ H)|[H: H,]
=HIH, + HIH,.
Finally
1 QHQ 0 QHHI
Fo=— 0 Q7 Q Q“H,
7 |HQ HYQ H{H,+HJH,
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