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Abstract—Technological evolutions in the automobile industry,
especially the development of connected and autonomous vehi-
cles, have granted vehicles more computing, storage, and sensing
resources. The necessity of efficient utilization of these resources
leads to the vision of vehicular cloud computing (VCC), which
can offload the computing tasks from the edge or remote cloud to
enhance the overall efficiency. In this paper, we study the prob-
lem of computation offloading through the vehicular cloud (VC),
where computing missions from edge cloud can be offloaded and
executed cooperatively by vehicles in VC. Specifically, computing
missions are further divided into computing tasks with interdepen-
dency and executed in different vehicles in the VC to minimize the
overall response time. To characterize the instability of computing
resources resulting from the high vehicular mobility, a mobility
model focusing on vehicular dwell time is utilized. Considering
the heterogeneity of vehicular computing capabilities and the in-
terdependency of computing tasks, we formulate an optimization
problem for task scheduling, which is NP-hard. For low complexity,
a modified genetic algorithm based scheduling scheme is designed
where integer coding is used rather than binary coding, and rel-
atives are defined and employed to avoid infeasible solutions. In
addition, a task load based stability analysis of the VCC system is
presented for the cases where some vehicles within the VC are of-
fline. Numerical results demonstrate that the proposed scheme can
significantly improve the utilization of computing resources while
guaranteeing low latency and system stability.
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I. INTRODUCTION

A. Motivation and Goal

T ECHNOLOGICAL development of mobile devices, such
as smartphones and laptops, has motivated the evolution of

mobile applications, some of which are computation-intensive,
such as augmented reality (AR)/virtual reality (VR), online gam-
ing, face recognition, etc [1]. Due to the limited battery capac-
ity and computing capabilities of users’ devices, running these
computation-intensive applications locally could lead to exces-
sive energy consumption. One possible way is to offload the
computing tasks to the remote centralized cloud (CC), which can
utilize the abundant computing resources in the cloud servers
to reduce cost and save energy for end devices. However, the
remote execution could lead to higher latency due to the long
distance from mobile devices to the Internet cloud and pose chal-
lenges to the backhaul bandwidth. To cope with these problems,
a novel concept named mobile edge computing (MEC) has been
proposed, which brings computing and storage resources to the
edge of the mobile network to meet the strict delay and band-
width requirements. Although edge cloud (EC) is beneficial in
terms of low delay [2] and less backhaul bandwidth consump-
tion, its computing capability is relatively limited compared to
CC [3].

With the development of mobile Internet, intelligent trans-
portation system, smart city, and connected and autonomous
vehicles (CAVs), many computation-intensive applications are
emerging, such as self-driving, crowdsensing, VR gaming,
etc [4]–[7]. These applications require massive computing
resources, which could pose severe challenges to the EC.
Recently, the evolving CAVs are typically outfitted with signif-
icant communication and computing capabilities. For example,
the NVIDIA DRIVE PX platform integrates the computation
capabilities of deep learning, sensor fusion, and surround
vision for autonomous driving and can support up to 320
trillion deep learning operations in one second [8]. Employing
the vehicular networks (VANETs) [9], [10], the vehicles with
powerful computing capabilities can compose a novel cloud,
which is referred to as vehicular cloud (VC) [11]. Through
vehicular cloud computing (VCC), not only the vehicle-related
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computation-intensive tasks can be fulfilled efficiently, but also
the capacity of EC can be enhanced by offloading computing
tasks to the VC.

Different from the centralized cloud or edge cloud, VC has its
unique features, which pose challenges to offloading decision
making in VC. Due to the high mobility of vehicles, the com-
puting resources are highly dynamic [12], [13]. For example, a
moving vehicle may join or leave the VC at any time, which
leads to the instability in resource availability. Therefore, to en-
sure the completion of a task, it should be scheduled within the
contact duration of the vehicles in VC. Actually, this instability
is the major difference between VC and CC/EC. Moreover, the
inter-dependency of computing tasks will also affect the assign-
ment of the computing resources. Normally, these tasks can be
either independent of each other or mutually dependent. In the
former case, all tasks can be offloaded simultaneously and pro-
cessed in parallel. However, in the latter case, some tasks need
the output of other tasks as their input data, and thus parallel
processing may not be feasible. Therefore, a careful scheduling
scheme is important to efficiently offload the computing tasks
in VC, considering such features.

In this paper, we consider a VC-assisted computation of-
floading scenario, where computing missions from EC can be
offloaded and processed cooperatively by vehicles in VC, in or-
der to enhance the overall capacity of EC. To guarantee the effi-
cient utilization of the vehicular onboard computing resources,
we propose a cooperative task scheduling scheme, aiming at
minimizing the average response time of the offloaded mis-
sions. In specific, to characterize the instability caused by the
mobility of vehicles, a dwell time oriented vehicular mobility
model is utilized. Considering the heterogeneity of vehicular
computing capabilities and the inter-dependency of comput-
ing tasks, we formulate a task scheduling problem, which is
NP-hard. A low-complexity modified genetic algorithm (MGA)
based scheduling scheme is proposed where integer coding is
used, and relatives are defined and employed to avoid infeasi-
ble solutions. Additionally, to cope with the possible offline of
vehicles, we present a task load based stability analysis of the
VCC system to further improve the performance of the MGA
based scheduling scheme.

B. Main Contributions

We propose an efficient task scheduling scheme in VC by
jointly considering the instability of resources, the heterogeneity
of vehicular computing capabilities, and the inter-dependency
of computing tasks. Our main contributions are summarized as
follows.

1) We propose a cooperative task scheduling scheme for
computation offloading in VC, which is formulated as
an NP-hard scheduling problem, considering the unique
features of VC such as instability, heterogeneity, and inter-
dependency of computing tasks.

2) To characterize the instability of the onboard computing
resources, a vehicular mobility model focusing on dwell
time is developed, where the dwell time can be directly
used in offloading decision making.

3) We design and implement a genetic-based heuristic al-
gorithm to solve the stated NP-hard scheduling problem,
which reduces the complexity of the problem while en-
hancing the utilization of the vehicular onboard resources.

C. Related Works

Since vehicular cloud computing is envisioned as a promis-
ing approach to enhance the overall capacity of EC and CC, a
considerable amount of research has been conducted on the ve-
hicular cloud architecture [14]–[16]. A novel 3-tier VC network
architecture is proposed in [14], which consists of the vehicular
cloud, the infrastructure cloud, and the back-end cloud. Lee et al.
combined the vehicular cloud computing and the information-
centric network into a new architecture for VC networking [15].
Especially, Jang et al. proposed a software-defined vehicular
cloud architecture to achieve flexible VC control and efficient
resource utilization in a centralized manner [16].

Compared with VCC, task scheduling has been widely inves-
tigated in the MEC. Mao et al. investigated a green MEC system
with energy harvesting devices, where a Lyapunov based dy-
namic computation offloading scheme was developed [17]. By
jointly considering the offloading decision, the CPU-cycle fre-
quency, and the transmit power allocation, the proposed scheme
can achieve the tradeoff between the execution latency and task
failure. Zhang et al. proposed a theoretical framework of energy-
optimal mobile cloud computing under the stochastic wireless
channel, and a threshold policy was derived for the execution
strategy of applications with small output data [18]. Chen et al.
investigated the computation offloading decision-making prob-
lem for the multi-user multi-channel environment, considering
the tradeoff between the energy consumption and the execution
delay [19]. The problem was further formulated as a multi-user
computation offloading game, and a distributed computation of-
floading algorithm, which can achieve a Nash equilibrium, was
developed. You et al. investigated the resource allocation prob-
lem in a multiuser MEC system based on time-division multiple
access (TDMA) and orthogonal frequency-division multiple
access (OFDMA) [20]. For the TDMA-based MEC system,
the resource allocation is formulated as a convex optimization
problem, while for the OFDMA system, it is formulated as
a mixed-integer problem, which can be solved by a low-
complexity sub-optimal algorithm. As for the vehicular cloud,
Zheng et al. proposed an optimal computation resource alloca-
tion scheme to maximize the total long-term expected reward
of the VCC system, of which the optimization problem can be
formulated as an infinite horizon semi-Markov decision process
(SMDP) [11]. Similarly, Lin et al. proposed an SMDP model
for VCC resource allocation considering the heterogeneity of
vehicles and roadside units [21].

According to the mobility of vehicles, the vehicular cloud can
be divided into two categories, i.e., mobile and static, consisting
of vehicles in movement and statically parked ones, respec-
tively. For the static vehicular cloud, due to its relatively stable
resources, it is more suitable for communication and safety ser-
vices. On the other hand, the mobility of vehicles in mobile
vehicular cloudlet (MVC) makes them proper for data ferrying
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service [12]. However, it also brings some challenges to the
VCC system, one of which is the instability of the onboard re-
sources. To deal with this problem, some researches have been
done on the simulation of vehicular mobility [22]–[25]. Akhtar
et al. analyzed the VANET topology in a highway scenario by
applying node degree, neighbor distribution, number of clus-
ters, and link duration [22]. Ali et al. proposed a new mobility
model for VANET in urban and suburban areas, concerning
the topographic and socioeconomic characteristics of infras-
tructures and the spatiotemporal population distribution [23].
Wang et al. evaluated the performance of an MVC in practical
environments through a real-world vehicular mobility trace of
Beijing [24]. Zhang et al. leveraged the current vehicular ve-
locity and the moving direction to estimate the contact duration
of each vehicle in the cloud [25]. In addition to the instability,
the inter-dependency of computing tasks is another challenge
we need to deal with [26]–[28]. Zhang et al. considered a series
of tasks executed sequentially, forming a linear topology [26].
Deng et al. proposed a genetic algorithm based offloading sys-
tem to determine whether the services of a work-flow should
be offloaded [27]. In [28], a directed acyclic task graph is ap-
plied to represent the relationship among tasks. Different from
previous studies about the task scheduling in MEC and VCC,
in this paper, we investigate the computation offloading prob-
lem in the vehicular cloud, with the challenges of instability,
heterogeneity, and inter-dependency of computing tasks, which
can provide the useful guideline to the efficient utilization of the
onboard computing resources.

The remainder of the paper is organized as follows. Section II
presents the system model and problem formulation. The MGA
based scheduling scheme is proposed in Section III. The system
stability analysis and rescheduling scheme are introduced in
Section IV. Simulation results are given in Section V. Finally,
Section VI concludes the paper and suggests our future works.
The main notations used in this paper are listed in Table I.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Overview

We consider a VC-assisted computation offloading scenario
in a cellular network, where N vehicles V = {v1, . . . , vN }
within the coverage of a base station (BS) are organized to-
gether to form a VC. In order to enhance the overall computing
capacity, conventional edge cloud (EC) may offload part of its
computing missions M = {m1, ...,mK } to the VC within its
coverage area. The service requests from EC are first sent to
the BS, which is aware of the vehicular conditions, i.e., the
arrival/departure time and the computing capability of each ve-
hicle in VC. After receiving the requests, the BS will then as-
sign these missions to VC for processing. Fig. 1 shows such
a scenario, where 6 vehicles are organized together as a VC.
According to the computing capabilities of these vehicles, a
computation-intensive mission consisting of 4 dependent tasks
is then assigned to some of these vehicles for processing. As
shown in this figure, the first task is assigned to vehicle A. After
finishing task 1, vehicle A is scheduled to transmit the out-
put data of task 1 to vehicle B for the processing of task 2.

TABLE I
MAIN NOTATIONS

Fig. 1. Cooperative task scheduling for computation offloading in VC.

Specifically, due to the inter-dependency of these 4 tasks,
task 3 needs the output data of both task 1 and 2. Hence, vehicles
A and B will then transmit both output data to vehicle C for
the processing of task 3. Then, task 4 is processed on vehicle
D with the output of vehicle C, and it will finally feedback the
result to the BS as the completion of the whole mission.
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B. Vehicular Mobility Model

One of the challenges in VC is the instability of onboard
resources caused by the mobility of vehicles, i.e., only in VC
can vehicles be available for computation offloading. We assume
the arrivals of vehicles into VC following a Poisson process with
the arrival rate λv [11]. Since the vehicle is in the VC as long
as it is within the coverage of the BS, we only focus on the cell
dwell time (i.e., the cell residence time) of vehicles. Specifically,
the Hyper-Erlang distribution [29] is utilized to model the cell
dwell time of each vehicle. Due to the universal approximation
capability, Hyper-Erlang models can be utilized to fit the field
data, and then to characterize the cell dwell time of vehicles. The
probability density function (PDF) of Hyper-Erlang distribution
is given by

fxd
(t) =

n∑

i=1

piη
l
i t

l−1

(l − 1)!
e−ηi t (1)

where
∑n

i=1 pi = 1, n and l respectively represent the number of
the stages and the number of phases in each stage, 1

ηi
represents

the mean permanence time (i.e., cell dwell time) of stage i, and
pi denotes the probability of choosing stage i, i ∈ {1, 2, ..., n}.
The expectation of Hyper-Erlang distribution can be given by

E [Xd ] =
n∑

i=1

pil/ηi (2)

We then define the contact interval of each vehicle in VC as the
time interval, during which the vehicle is within the coverage of
the BS, and it is defined as [δn , μn ], where δn and μn represent
the arrival and departure time of vn , respectively. To guarantee
the availability of the computing resources, the offloaded com-
puting missions need to be finished before the vehicles leave
VC.

C. Task Model

We assume that each computation-intensive mission mk ∈
M can be divided into several discrete offloadable tasks Bk ={
bk

1 , ..., bk
dk

}
, where each task can be processed on any of the

N vehicles in VC, and dk represents the total number of tasks
belonging to the mission mk . More specifically, these tasks can
be either independent of each other or mutually dependent. In
the former case, all tasks can be offloaded simultaneously and
processed in parallel. However, in the latter case, the mission
is composed of tasks that need input from some others and
simultaneous offloading may not be applicable. For instance, a
video navigation application [30] can be divided into 4 parts:
graphics, face detection, camera preview and video processing.
The intra-dependency of the graphics is sequential, while that
of the face detection is parallel. In this paper, we focus on the
case with mutually dependent tasks, where the inter-dependency
of tasks will affect the offloading decisions. Furthermore, we
observe that the complex dependency can be divided into three
basic logic topologies, i.e., linear, tree and mesh. As shown in
Fig. 2, each of the three missions is divided into five tasks.
To describe the parametric context of each task, we define a
ternary tuple [26] as φk

i =
(
ωk

i , αk
i , βk

i

)
, where ωk

i , αk
i , and βk

i

Fig. 2. Task-flow model.

represent the computation workload, the input data size, and the
output data size of the i-th task of mission mk , respectively.
As such, the total computation workload of mk is

∑dk

i=1 ωk
i .

As shown in Fig. 2(1), mission 1 is with linear logic, in which
βk

i = αk
i+1. In the mesh logic of mission 3 shown in Fig. 2(3),

there exists βk
3 + βk

4 = αk
5 , which means that task 5 can only be

processed after the completion of tasks 3 and 4. Among these
three logical topologies, linear logic topology is a single input
structure with strong data dependency between tasks, while the
data dependency of tree and mesh structures is looser compared
to the linear logic model. Therefore, the inter-dependency of
tasks should be considered when making offloading decisions.
We use a lower triangular matrix Ik = (Ik

i,l)dk ×dk
to represent

the inter-dependency of the tasks in mission mk ∈ M, where
Ik
i,l = {0, 1} , 1 ≤ l < i ≤ dk . If task i needs the output data

of task l, Ik
i,l = 1, otherwise Ik

i,l = 0. For instance, the logical
matrix of mission 3 in Fig. 2 can be given by

I3 =

⎡

⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0

1 0 0 0 0

1 0 0 0 0

0 1 0 0 0

0 0 1 1 0

⎤

⎥⎥⎥⎥⎥⎥⎦
(3)

where I3
5,3, I

3
5,4 = 1 means that task 5 needs the output data of

tasks 3 and 4.

D. Execution Model

We assume that the arrival of computing missions follows a
Poisson process with the arrival rate λm [11]. To calculate the
response time of a certain mission, we need to first model the
execution process of every single task. Specifically, the response
time of each task consists of three parts, i.e., processing time,
queuing time, and communication time.

� Processing Time: We consider that vehicles may have
different computing capabilities such as different clock
frequencies. The processing time of task i processed on
vehicle n is then given by

pi,n = ωif
−1
n (4)
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where ωi represents the computation workload of task i,
and fn denotes the processing capability (i.e., clock fre-
quency) of vehicle vn .

� Queuing Time: When a task is assigned to a certain ve-
hicle, it may not be processed immediately, due to the
existing task being processed in that vehicle. The amount
of time it takes for a task to wait for being processed is
defined as the queuing time. To explain the queuing time,
we first introduce the following definitions.

Definition 1. Unit Time Slot: To fit the characteristic of the
scenario, we define the unit time slot of the vehicular cloud
computing system as the minimum processing time, which is
given by

tu = ωminf−1
max (5)

where ωmin is the minimum computation workload of all the
offloaded tasks, and fmax represents the maximum clock fre-
quency of the vehicles in VC. The unit time slot tu is used as a
normalize time for the computing task scheduling problem.

Definition 2. Scheduling Time Slot: The scheduling slot is
defined as the time duration consisting of the execution and
data transmission process. Considering the variety of the com-
putation workload and capabilities, we divide the time horizon
into discrete scheduling time slots, where the time duration of
the h-th scheduling time slot (h ∈ {1, 2, . . . ,H}) is given by

Sh
t =

{
γtu , h ≡ 0 (modγ)
rem (h, γ) tu , otherwise

(6)

where H is the maximum number of scheduling time slots, and
γ ∈ N+ is defined as the scheduling parameter of VC, which is
designed according to the vehicular computing capabilities and
computation workload of tasks, and rem (h, γ) is the remainder
of h divided by γ. We can then get the end time of the h-th
scheduling time slot Sh

t given by

τh = tu

⎛

⎝�h/γ�
γ∑

l=1

l +
rem(h,γ )∑

k=0

k

⎞

⎠ (7)

where �h/γ� denotes the integer part of h divided by γ. The
maximum possible time duration to complete all tasks can be
given by

Tmax =
H∑

h=1

Sh
t (8)

We introduce the aforementioned definition for the time duration
of each scheduling time slot in order to reduce the complexity
of the task scheduling problem.

Definition 3. Ready Time: Considering the existence of mul-
tiple inputs, the ready time of a task i is defined as the earliest
time when all the preliminary tasks of this task are completed
[28], which can be given by

tRi = max {τhIi,lxl,n,h |1 ≤ l < i, h ≤ H } (9)

where xl,n,h = {0, 1} indicates whether task l is processed on
vehicle vn in the hth scheduling slot.

Definition 4. Queuing Time: The queuing time for task i pro-
cessed on vehicle vn in Sh

t is defined as the time duration from
the ready time of the task to the time instant that the task starts
to be processed, which is given by

qi,n,h =

{
τh−1 − tGi i = 1

τh−1 − tRi , i > 1
(10)

where tGi represents the generation time of the first task (i.e.,
the whole computation mission). Note that the queuing time of
a task is an integral multiple of the unit time slot tu since the
scheduling scheme is based on tu .

� Communication Time: In case of multiple inputs, when
calculating the input/output data transmission time among
different vehicles, we need to consider the logical matrix
of the related missions. The communication time of task
i processed on vehicle n during the h-th scheduling time
slot is defined as the maximum communication time of the
previously required tasks, which can be given by

ci,n,h = max
{

βl

rh
Ii,l | 1 ≤ l < i

}
(11)

where rh represents the data transmission rate between
the corresponding vehicles during the hth scheduling time
slot, and I i is the dependency matrix of task i.

E. Problem Formulation

With the analysis in Section II-D, we define the response
interval of task i as the time interval between the ready time and
the end time of the scheduling slot Sh

t , which can be given by

ςi,n,h = (τh−1 − qi,n,h , τh ] (12)

Then, the response time of the k-th mission is the length of the
union of these time intervals

Tk
res =

∣∣∣∣∣

dk⋃

i=1

ςi,n,h

∣∣∣∣∣ mk ∈ M, vn ∈ V, h ≤ H (13)

To simplify the problem, we can rewrite (13) as

Tk
res = max

bk
i ∈Bk ,vn ∈V,h≤H

{
τhxi,n,h − tGk

}
(14)

where the response time of each mission is defined as the max-
imum duration between the generation time and the scheduling
time of the tasks. Note that tGk is a constant, and thus we simplify
the objective to minimize the average mission completion time.
The scheduling problem can be given by

min
{xi , n , h }

1
K

K∑

k=1

max
bk

i ∈Bk ,vn ∈V,h≤H
{τhxi,n,h} (15)

s.t.
N∑

n=1

H∑

h=1

xi,n,h = 1 ∀bk
i ∈ Bk ,∀mk ∈ M (16)

xi,n,h = 0 if Sh
t < ci,n,h + pi,n,h (17)
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xi,n,h = 0 if (τh−1, τh ] �⊂ [δn , μn ] (18)

qi,n,h ≥ 0 (19)

xi,n,h = {0, 1} (20)

where xi,n,h indicates whether task bk
i ∈ Bk is scheduled to

process on vehicle vn within the h-th scheduling slot Sh
t . We

use the interval (τh−1, τh ] as the approximation of the actual
communication and processing time of task bk

i . The objective
(15) is to minimize the average completion time. Constraint (16)
ensures that each task is scheduled only once. Constraint (17)
ensures that each task i completed by time τh on vehicle vn

must satisfy that the scheduling slot is larger than the sum of
the communication and processing time. Constraint (18) guar-
antees the availability of the computing resources. Constraint
(19) refers to the inter-dependency of tasks in each mission.
Since the problem has an integer constraint (Constraint (20)),
according to [31], the task allocation problem can be reduced to
a scheduling problem, which is NP-hard. Therefore, there is no
polynomial time algorithm to find the optimal solution. Detailed
solution to this problem will be introduced in the next section.

III. MGA BASED JOINT SCHEDULING SCHEME

In this section, an MGA based scheduling scheme is proposed
to solve the NP-hard task scheduling problem. Specifically, we
modify 3 parts (i.e., Encoding, Crossover, and Mutation) of the
traditional genetic algorithm to reduce the complexity of the
problem.

A. Algorithm Overview

A genetic algorithm usually begins with a population of candi-
date solutions, which can be evolved toward better solutions to a
certain optimization problem. Generally, each of these candidate
solutions is a combination of properties (called chromosomes
or genotype), which can be represented in binary. The genetic
algorithm is an iterative process. During the first iteration, a
population of feasible solutions is randomly generated. In each
iteration, the fitness (i.e., the objective of the optimization prob-
lem) of each individual is evaluated. Based on the fitness, the
more fit individuals are stochastically selected from the current
population while some individuals’ chromosomes are recom-
bined or mutated to form a new set of individuals. The newly
generated solutions are then used in the next iteration of the
algorithm. Commonly, the iterative process terminates when a
maximum number of iterations or a satisfactory fitness level has
been reached.

As for the NP-hard task scheduling problem, the application
of ordinary genetic algorithm will cause high computational
complexity. Therefore, we modified some parts of the algorithm
to reduce the complexity of the problem. Detailed modifications
are given as follows.

B. Encoding

In traditional genetic algorithms, a standard representation of
each candidate solution is an array of bits (i.e., 0 or 1). Binary
coding has the advantages of high stability and large population

diversity. However, in this problem, the offloading decision is a
combination of scheduling slots and vehicles, if binary coding
is applied, the dimension of each individual candidate solution
will be NH

∑K
k=1 dk , where N and H respectively represent the

number of vehicles and scheduling slots, and dk is the number
of tasks in mission mk . The required large storage space will
reduce the efficiency of the algorithm, and the decoding process
can be difficult to implement. To this end, the integer encoding is
employed, in which the chromosome of each candidate solution
can be represented by an integer θ ∈ {1, 2, 3, ..., NH}. Then,
the dimension of each solution is reduced to

∑K
k=1 dk , which can

improve the efficiency of the algorithm. The decoding process
is simple. Given an integer θ, the index of the scheduled vehicle
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is �θ/H� + 1, and the assigned scheduling slot can be given by

Sh
t =

{
SH

t , rem(θ,H) = 0

S
rem(θ,H )
t , otherwise

(21)

where rem(θ,H) is the remainder of θ divided by H .

C. Crossover

For each iteration, individuals with high fitness will be
stochastically selected to perform the operation of crossover.
The crossover operation is to combine two candidate solutions
(i.e., parents) with the possibility of generating higher fitness off-
spring. Usually, a random single point in parents’ chromosomes
is chosen to generate new offspring chromosomes through ex-
changing genes around this point. However, in the task schedul-
ing problem, the random crossover operation may generate new
offsprings, which may not be feasible to the original constraints.
The fix operation for infeasible offsprings will then increase the
complexity of the algorithm. To guarantee the feasibility of the
newly generated solutions, we give the definition of relatives.

Definition 5. Relatives: For two selected individuals A1 and
A2, randomly choose p ∈ {1, 2, 3, ...,K}. We can then get the
exchange point as pc =

∑p
l=1 dl . The offspring of A1 and A2

based on pc is represented by Apc

1,2. If Apc

1,2 is infeasible, A1

and A2 are relatives based on pc . Therefore, if the selected indi-
viduals are relatives for a certain exchange point, the crossover
operation cannot be performed. As a result, we can guarantee
the feasibility of the offsprings.

D. Mutation

To improve the fitness of the candidate solutions as well as
avoid early convergence, a slight modification of chromosomes
is needed. This operation is called mutation, of which a gene
of an individual is randomly changed. However, this will also
lead to an infeasible solution. A modification function is then
designed to guarantee the feasibility of the mutated individuals.

E. MGA Based Scheduling Scheme

The designed algorithm is given in Algorithm 1. For each it-
eration, the individuals will be resorted according to their fitness
(lines 4-5). Individuals with the highest fitness will be retained
until the next generation (line 6). For the stochastically selected
individuals, if they are not relatives, there is a possibility of
generating new individuals to form the population of the next
iteration (lines 8–18). The iterations will proceed until the op-
timal solution is achieved, or until some convergence criteria is
achieved. Additionally, considering the dichotomy and the rela-
tives detection (lines 10–14) applied in this algorithm, the com-
putational complexity of each iteration is O (K log N + KN),
where N and K denote the population size and number of the
offloaded missions, respectively. Therefore, the computational
complexity of this algorithm is O (GNK), where G represents
the number of iterations.

IV. STABILITY ANALYSIS AND RESCHEDULING SCHEME

The VCC system is a distributed computing system, where
the uneven distribution of the computation workload may cause
some vehicles overloaded, which will further reduce the sys-
tem stability. In this section, we analyze the stability of the
VCC system. Specifically, we propose a statistical priority based
rescheduling algorithm to enhance the offloading decision made
by the MGA based scheme. The basic idea of this rescheduling
scheme is to find the midrange task load D first, and then deter-
mine the set of tasks of each overloaded vehicle, which should
be redirected to other vehicles such that the average task load of
VC is approximately D, which can increase the system stability.

A. Stability Analysis

One of the challenges of VC is the instability caused by the
mobility of vehicles. Furthermore, even though some vehicles
are within VC, they can be temporarily or permanently unavail-
able for computation offloading, and this will further reduce the
system stability. The system stability is defined as the mission
response rate, i.e., the ratio of the number of completed missions
to the number of offloaded missions. We define that a vehicle
within VC is offline if it is unavailable for computation offload-
ing. We consider extreme conditions, where vehicles may be
permanently offline in case of overload. The tasks assigned to
the offline vehicles will be lost, resulting in the reduction of the
mission response rate. The offline probability of each vehicle vn

in each unit time slot is defined as po(Dn ), where Dn represents
the task load of vehicle vn . We can then get the offline proba-
bility of vehicle vn in the jth slot as (1 − po(Dn ))j−1po(Dn ),
which follows the geometric distribution. Particularly, we as-
sume that the offline probability po and the task load Dn is
positively related. Suppose that the task assignment for vehicle
vn is

A∗
n =

{(
Sh

t,n , bk,n
l

)
|δn ≤ τh−1, τh ≤ μn , 1 ≤ l ≤ dk

}

(22)
where Sh

t,n and bk,n
l are defined as the assigned scheduling slot

and the task executed in that slot. If vn is offline in the jth slot,

the task set A∗
n,j =

{(
Sh

t,n , bk,n
l

)
|jtu ≤ τh−1 ≤ μn

}
will be

lost. This will lead to the failure of the missions consisting of
these lost tasks. The expectation of the total number of failed
missions of vn can be given by

Mn =

〈
∑

j=1

{1 − po (Dn )}j−1po (Dn )
∣∣A∗

n,j

∣∣
〉M

(23)

where 〈·〉M is to calculate the exact number of the failed mis-
sions in case of the duplication of the tasks belonging to the
same mission mk ∈ M. The response rate can then be given by

Rres = 1 − K−1

〈
N∑

n=1

Mn

〉M

(24)

Through (24), we can see that for a certain vehicle vn , the larger
the amount of A∗

n,j (i.e., task load) is, the more missions may
be failed. Therefore, evenly distributing tasks can effectively
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increase the mission response rate, thereby enhancing the sta-
bility of the VCC system.

B. Task Load of Vehicular Cloud

Since the objective is to minimize the average response time
of the computing missions as in (15), most of the tasks will be
assigned to the vehicles with strong computing capabilities. In
this case, the proposed MGA based scheme cannot guarantee the
even distribution of tasks, which may reduce the system stability.
Therefore, it is necessary to redirect some tasks such that each
vehicle has the similar task load. We design an approach to
identify the midrange task load among the vehicles and decide
the out-going tasks of each overloaded vehicle and in-coming
tasks of each underloaded vehicle.

The task load of vehicle vn is defined as the ratio of the
occupation time to the contact duration, which can be given by

Dn =

⎡

⎣
K∑

k=1,bk
i ∈Bk

H∑

h=1

(ci,n,h + pi,n,h) xi,n,h

⎤

⎦ (μn − δn )−1

(25)
Define the midrange task load D as (Dmin + Dmax)/2, where
Dmax = max {Dn |vn ∈ V } and Dmin = min {Dn |vn ∈ V }.
All the vehicles can then be partitioned into two disjoint sets,
the set VO of overloaded vehicles:

VO =
{
vj |Dj > D

}
(26)

and the set VU of underloaded vehicles:

VU =
{
vm |Dm ≤ D

}
(27)

For each overloaded vehicle vj ∈ VO , we need to determine
the outgoing task flow T −

j that should be redirected from vj

such that the task load of vj is within the task load bound ε of
D, i.e., we need to find a T −

j such that
∣∣D − Dj

(
T −

j

)∣∣ ≤ ε (28)

Similarly, for each underloaded vm ∈ VU , we need to determine
the incoming task flow T +

m that should be redirected to vm such
that the task load of vm is within an acceptable bound of D,
i.e.,

∣∣D − Dm

(
T +

m

)∣∣ ≤ ε (29)

C. Statistical Priority Based Rescheduling Scheme

The objective of the rescheduling scheme is to find the proper
outgoing task sets T − and incoming task sets T + of each vehicle
to enhance the stability of the VCC system while minimizing the
average response time. Note that the offloading decision made
by the MGA based scheme consists of 2 parts, i.e., the schedul-
ing time slot of each task and the processing vehicles for each
scheduling slot. Therefore, to guarantee the average response
time, we only need to reschedule the vehicles of each schedul-
ing slot. For a certain scheduling slot, each vehicle in VC will
have 2 states (i.e., occupied or unoccupied). For each occupied
vehicle vj ∈ VO , a decision needs to be made, i.e., whether the
task needs to be redirected. Moreover, if the task is decided to be

redirected, we then need to deal with the issue of allocating an
unoccupied vehicle vm ∈ VU to process this redirected task. We
propose a statistical priority (SP) based rescheduling scheme to
determine the task flow of each vehicle. The detailed scheme is
given in Algorithm 2. For each scheduling slot Sh

t , each task
processed on vehicle vj ∈ VO is assigned a different priority
Prj . The priority is determined by the task load Dj , which is
set to Prj = Dj − D. Similarly, each vehicle vm ∈ VU is also
assigned a threshold Thm , which is set to Thm = Dm . The
tasks from overloaded vehicles can then be randomly redirected
to the unoccupied underloaded vehicles of the same schedul-
ing slot. The consequence of a certain task redirection is deter-
mined by the priority Prj , the threshold Thm , and the vehicular
computing capabilities. If Prj is higher than Thm , and fm is
greater or equal to fj , the task from vj can be redirected to vm ,
otherwise, the task cannot be redirected to the target vehicle.
After each task redirection, the task load of each vehicle is up-
dated, as well as the priority and threshold. In this case, for the
overloaded vehicles VO , the higher the task load is, the more
likely for the task outgoing, while for the underloaded vehi-
cles VU , the lower the task load is, the more likely for the task
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TABLE II
SIMULATION PARAMETERS

incoming. Consequently, the task load of each vehicle can be
guaranteed to be bounded by

[
D − ε, D + ε

]
.

V. SIMULATION RESULTS

In this section, we conduct extensive simulations to evalu-
ate the performance of the proposed MGA based scheduling
scheme for computation offloading in VC. We compare the pro-
posed scheme with the Greedy based scheme, which focuses
on the local minimization of the response time of every single
computing mission. To simplify the complex execution process,
we assume that the communication time between vehicles is
within a unit time slot tu . The main parameters used in our
analysis are provided in Table II. The scheduling parameter γ
applied in the simulation is set to 4, which means that the length
of each scheduling time slot Si

t , i = {1, 2, 3, ...,H} is from 1tu
to 4tu . Considering the heterogeneity of vehicular computing
capabilities, tasks with the workload of 3ω cannot be assigned
to the vehicles with the computing capability of f , due to the
fact that the largest scheduling slot is 4tu = 2ωf−1, which is
smaller than 3ωf−1.

A. Vehicle and Mission Simulation

In order to illustrate the computation offloading process in
the vehicular cloud, we randomly select a scenario from the
simulation, where 15 vehicles are organized together as a VC to
offload the computing missions of the nearby EC. Fig. 3 shows
the movement of these vehicles within a duration of 36 tu (i.e.,
15 consecutive scheduling time slots St).

It is observed that the contact interval of each vehicle within
the coverage of the BS is different, which reflects the instabil-
ity of these onboard computing resources in VC. In order to
guarantee the completion of the offloaded missions, the tasks
should be finished within the contact intervals of the processing
vehicles.

Fig. 4 shows the logical topologies, arrival time, and com-
putation workload of the offloaded computing missions. It is
observed that 5 missions are offloaded to VC during the sim-
ulation period. The first mission is offloaded at 2tu , and there
are 2 missions offloaded to VC at 3tu and 4tu , respectively.
Each mission is divided into 4 tasks with different computation

Fig. 3. Contact duration of each vehicle in VC.

Fig. 4. Computation missions offloaded to VC.

workload. The structures of these missions are composed of the
three basic logic topologies mentioned in Section II-C. Mission
m1 and m5 are single input structures, while the other three
missions are multiple inputs structures. Both the instability of
resources (Fig. 3) and inter-dependency of tasks (Fig. 4) will
affect the offloading decisions. In the following subsections, we
will show the performance of the proposed MGA based scheme
in terms of offloading decision, response time, and system
stability.

B. Offloading Decisions

Fig. 5 shows the offloading decisions made by the Greedy
and MGA based schemes. It can be seen from Fig. 5(a), by
the Greedy scheme, the VC system always allocates the ear-
liest scheduling slots to achieve the shortest response time of
each mission. However, the Greedy scheme lacks the global
concept, which may result in a local optimum. Compared with
the MGA scheme in Fig. 5(b), the response time of missions
m1 and m3 acquired from both schemes are the same, while
the response time of m2 of MGA scheme is larger than that of
the Greedy scheme. As for missions m4 and m5, the result of
MGA scheme is superior to that of the Greedy scheme. From
Fig. 5(a), we can see that even though the response time of m2 of
the Greedy scheme is shorter than that of the MGA scheme, the
resource assignment for m2 makes the resource unavailable for
m4 and m5, which leads to a longer queuing time of these two
missions.
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Fig. 5. Offloading decisions acquired from Greedy and MGA Scheduling
Schemes.

Fig. 6(a) shows the efficiency of the proposed MGA based
scheduling scheme. The average response time acquired by the
Greedy scheme is 16tu , while the result of the MGA based
scheme is 14tu reduced by 12.5%. To further demonstrate the
efficiency of the proposed MGA based scheme, Fig. 6(b) shows
the queuing, communication, and processing time of the tasks
in m4, which is the most complicated one compared with the
others (Fig. 4). For the MGA based scheme, the first task b4

1 is
assigned to vehicle v10 in the 4th scheduling slot S4

t . Therefore,
the queuing time q1,10,4 is τ3 − tG1 + tu = 3tu . The first task
is transmitted from the BS to v10, and thus the communication
time c1,10,4 of b4

1 is tu . Considering the computing capability and
workload of v10 and b4

1, the processing time p1,10 is 2ω/(2f) =
2tu . After the completion of b4

1, the second task b4
2 is processed

on v10 in S6
t . The computation workload of b4

2 is 2ω, and thus
the processing time is also 2tu , which is larger than the length of
S5

t = tu . Therefore, the queuing time of the second task is 2tu .
These 2 tasks are processed in the same vehicle v10, and thus the
communication time is 0. The third task of m4 is also assigned
to v10 in S7

t . Therefore, the queueing and communication time
equals to 0, while the processing time is 2tu . Finally, the last
task b4

4 is scheduled to v8 in S8
t . The queuing, communication,

and processing time are the same tu . As for the Greedy based
scheme, due to resource assignment of the former 3 missions,
the first task of m4 is scheduled to v7 in S12

t , which leads to the
queuing time of 10tu . The second task is assigned to a different
vehicle v8, and thus there exists the communication time of
tu . Notably, the last task is assigned to v2, whose computing
capability is f . Therefore, the processing time of the 4th task
is 2tu . From the execution process of m4, we can see that the

proposed MGA scheduling scheme is superior to the Greedy
scheme in terms of average response time.

C. Average Response Time

Additionally, we consider a scenario, where the mission sta-
tus and the dwell time of each vehicle in VC are fixed. Fig. 7(a)
shows that with the increase of the maximal number of vehi-
cles that the VC can support, the average response time of the
offloaded missions is decreased for both schemes, because the
total resources in the VC are increasing. Meanwhile, a similar
trend can also be found when the arrival rate of vehicles into
VC is increased as shown in Fig. 7(b). When the number of
scheduling time slots H is fixed, with the increase of the vehicle
arrival rate, the number of vehicles per time slot in the VC is
increased, as well as the computing resources. Fig. 7(c) shows
that when the vehicular conditions, i.e., the arrival/departure
time and the computing capability of each vehicle in VC are
fixed, the average response time is increased with the number
of the computing tasks offloaded. Furthermore, Fig. 8 shows
that with the increase of the vehicle arrival rate, the processing
efficiency of the offloaded missions increases for both schemes,
where the processing efficiency is defined as the ratio of com-
munication and processing time to total response time, which
can be given by

ξ =

⎡

⎣
K∑

k=1

∑

bk
i ∈B k

(ci,n,h + pi,n,h)

⎤

⎦
/

K∑

k=1

Tk
res (30)

It can be seen that with the increase of λv , the queuing time is
decreased, while more time is spent in the service queue of the
Greedy based scheme compared with the MGA based scheme
due to the lack of global optimality.

D. System Stability

Due to the heterogeneity of vehicular computing capabilities,
tasks can be more likely assigned to vehicles with strong com-
puting capabilities, which will reduce the stability of the VCC
system. We design an SP-based rescheduling scheme to achieve
the even distribution of computing tasks.

Given the offloading decision A∗ from MGA scheme, we can
acquire the task load of each vehicle from (25). Fig. 9 shows
the task load of each vehicle before and after the reschedul-
ing scheme. Note that vehicles v2 and v4∼6 are not shown in
this figure because they are not involved in VC for the weak
computing capabilities and short dwell time. We can see that
v7 has the maximum task load of D7 = 0.8, while v8 and v9

have the similar task load of D8 = 0.7857 and D9 = 0.7368,
respectively. Hence, these three vehicles have a higher chance
of offline. According to the SP based rescheduling scheme, we
find the minimum task load D14 = D15 = 0. The midrange task
load D is then set to (Dmax + Dmin)/2 = 0.4. The task load
bound ε is set to 0.2. With the rescheduling scheme, we get
the rescheduled resource assignment A∗

R . It is observed that
through rescheduling, the task load of v7, v8 and v9 is reduced
from 0.8 to 0.3333, from 0.7857 to 0.5714, and from 0.7368
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Fig. 6. Comparison of the MGA and Greedy based scheduling scheme.

Fig. 7. Comparison of average response time of the MGA and Greedy based scheduling scheme.

Fig. 8. Processing efficiency of different vehicle arrival rate.

to 0.4211, respectively. Detailed task rescheduling process is
shown in Table III.

Fig. 10 shows the relationship between the mission response
rate and the task load bound ε. It can be seen that the proposed
SP based rescheduling scheme can help to increase the system
stability. With the increase of ε, the allowable range of task
load becomes larger, which leads to the reduction of the mission
response rate. When ε = 0.4, only the tasks of v7 is rescheduled
resulting in the response rate of 0.7482, which is still higher
than that of the original MGA scheme.

Fig. 9. Task-load before and after rescheduling (ε = 0.2).

TABLE III
TASK RESCHEDULING



11060 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 67, NO. 11, NOVEMBER 2018

Fig. 10. Response rate of different task load bound ε.

VI. CONCLUSION

In this paper, we have proposed a cooperative task scheduling
scheme for computation offloading in VC to improve the overall
computing efficiency of the edge cloud. Considering the insta-
bility of resources, heterogeneity of computing capabilities, and
inter-dependency of computing tasks in VC, it has been formu-
lated as a task allocation problem, which is NP-hard. An MGA
based method has been proposed to solve the problem. Extensive
simulations have been conducted to demonstrate the efficiency
of the proposed scheduling scheme. For future works, we will
consider multiple types of services with specific requirements
in VC, and more scenarios where different mobility models may
apply.
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