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Preface

Revised: March 2016, OL-29792-05

The Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide provides 
information on troubleshooting and fixing issues with a VDS TC installation. This guide includes the 
following chapters:

• Cache Engine Replacement Procedure for a C-Series Installation with a Fresh Install of VDS TC 
5.7.3

• Cache Engine Replacement Procedure in a 5.7.3 C-Series Installation Upgraded from Release 5.2.1

• Cache Engine Replacement Procedure in a 5.7.3 C-Series Installation Upgraded from Release 5.6.1

• Cache Engine Replacement Procedure for a Blade Server Installation with a Fresh Install of VDS 
TC 5.7.3

• Cache Engine Replacement Procedure for a 5.7.3 Blade Server Installation Upgraded from Release 
5.2.1

• Cache Engine Replacement Procedure for a 5.7.3 Blade Server Installation Upgraded from Release 
5.6.1

• Management Server Replacement Procedure for a System with a Fresh Install of VDS TC 5.7.3

• Management Server Replacement Procedure for a VDS TC 5.7.3 System Upgraded from VDS TC 
5.2.1

• Management Server Replacement Procedure for a VDS TC 5.7.3 System Upgraded from VDS TC 
5.6.1

• Storage Disk Replacement Procedure for NetApp Storage Enclosure

• Storage Disk Replacement Procedure for IBM Storage Enclosure

• VDS TC Integrated Appliance Cache Disk Replacement

• System Disk Replacement in a VDS TC C-Series Server Installation

• VDS TC Integrated Appliance Cache Disk Replacement

• System Disk Replacement in a VDS TC C-Series Server Installation

• System Disk Replacement in a VDS TC Blade Server Installation

• VDS TC Troubleshooting Files

• Troubleshooting Storage Disk Problems

• Troubleshooting Network Connectivity Issues
vii
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Preface
Obtaining Documentation and Submitting a Service Request
Obtaining Documentation and Submitting a Service Request
For information on obtaining documentation, submitting a service request, and gathering additional 
information, see the monthly What’s New in Cisco Product Documentation, which also lists all new and 
revised Cisco technical documentation, at:

http://www.cisco.com/en/US/docs/general/whatsnew/whatsnew.html

Subscribe to the What’s New in Cisco Product Documentation as an RSS feed and set content to be 
delivered directly to your desktop using a reader application. The RSS feeds are a free service. Cisco currently 
supports RSS Version 2.0.
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C H A P T E R 1

Cache Engine Replacement Procedure for a 
C-Series Installation with a Fresh Install of VDS 
TC 5.7.3

Note Only use this chapter if you are replacing a Cache Engine in a VDS TC C-Series system that had a fresh 
install of VDS TC 5.7.3 and was not upgraded to 5.7.3. If you are replacing a Cache Engine in a VDS 
TC C-Series system that was upgraded to VDS TC 5.7.3 from VDS TC 5.2.1, refer to Chapter 2, “Cache 
Engine Replacement Procedure in a 5.7.3 C-Series Installation Upgraded from Release 5.2.1”. If you are 
replacing a Cache Engine in a VDS TC C-Series system that was upgraded to VDS TC 5.7.3 from VDS 
TC 5.6.1, refer to Chapter 3, “Cache Engine Replacement Procedure in a 5.7.3 C-Series Installation 
Upgraded from Release 5.6.1”.

This chapter discusses how to determine that a cache engine has failed in a VDS TC C-Series installation 
and the steps that are required to replace it.

When a cache engine fails, the volume_selection_algorithm_time setting in the cluster_conf.xml file 
controls when the volumes of a failed cache engine will be redistributed (mounted) to the remaining 
cache engines. By default this value is 24 hours, which means that by default, if a cache engine fails, its 
volumes will not be redistributed (mounted) to the remaining cache engines until 24 hours after the cache 
engine fails. 

It is recommended that you leave the default set to 24 hours, however if you need to change this setting, 
add the following text to the cluster_conf file in the <service> section under the <memory> subsection. 
The seconds parameters is the number of seconds that the system should wait after a cache engine fails 
before its volumes are redistributed (mounted) to the remaining cache engines:

<io>
<volume_selection_algorithm_time>seconds</volume_selection_algorithm_time>

</io>

For example, to have the system wait 30 minutes after a cache engine fails before redistributing 
the volumes of the failed cache engine enter the following:
<io>

<volume_selection_algorithm_time>1800</volume_selection_algorithm_time>
</io>
1-1
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Chapter 1      Cache Engine Replacement Procedure for a C-Series Installation with a Fresh Install of VDS TC 5.7.3
  Symptoms of a Failed VDS TC C-Series Cache Engine
For more information on how to make changes to the configuration file and how to apply these changes, 
please refer to the Cisco Videoscape Distribution Suite Transparent Caching Software Configuration 
Guide available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_software_config_guide.pdf.

Symptoms of a Failed VDS TC C-Series Cache Engine
To determine whether a cache engine has failed in a VDS TC C-Series Server installation, log into VDS 
TC Manager. By default, the Status Dashboard displays. If you are already logged into VDS TC Manager 
GUI, choose Status > Dashboard.

If a cache engine has failed it will appear with a red box surrounding it, as shown with the first cache 
engine in the following figure. If a cache engine cannot bootup, it will appear with a grey box 
surrounding it.

Figure 1-1 Failed Cache Engine

Replacing a Cache Engine and Running the Installation Tasks
The first step in replacing a cache engine in a VDS TC C-Series cluster installation is to physically 
replace the cache engine and perform the installation steps on the new cache engine. Follow this 
procedure to perform these steps:
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Chapter 1      Cache Engine Replacement Procedure for a C-Series Installation with a Fresh Install of VDS TC 5.7.3
  Replacing a Cache Engine and Running the Installation Tasks
Before You Begin

To replace a failed cache engine you must request a new VDS TC license from Cisco. To request a new 
license, you must have the serial number of the failed cache engine and the serial number of the new 
cache engine. After you have gathered this information, contact Cisco support for a new license file.

Caution Do not continue until you have the license file.

Procedure

Note Before removing the failed cache engine, make note of what number corresponds with the cache engine.

Step 1 Using the Cisco UCS C220M3 documentation, unmount the failed cache engine and mount the new 
cache engine.

Step 2 In the Cisco Videoscape Distribution Suite Transparent Caching Software C-Series Cluster Installation 
Guide, available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_CSeries_swInstallGuide.pdf, refer to Chapter 1, “Prerequisites and C-Series Cluster Physical 
Installation” for connecting the network cables to the new cache engine.

Step 3 Configure the new VDS TC cache engine by performing all of the tasks in Chapter 4, “Cache Engine 
Servers Installation” in the Cisco Videoscape Distribution Suite Transparent Caching Software C-Series 
Cluster Installation Guide.

Note When the “Enter Cache Engine Number” dialog box appears, enter the number that corresponds with the 
cache engine that you are replacing.

Figure 1-2 Enter Cache Engine Number
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Chapter 1      Cache Engine Replacement Procedure for a C-Series Installation with a Fresh Install of VDS TC 5.7.3
  Updating the SSH Keys and Connecting the Cache Engine to the Storage Enclosure
Updating the SSH Keys and Connecting the Cache Engine to the 
Storage Enclosure

After completing the “Cache Engine Servers Installation” chapter, you must update the grid SSH keys 
on the VDS TC management server and configure the new cache engine to connect to the storage 
enclosure. All of these steps are performed on the VDS TC management server.

Follow this procedure to perform these steps on the VDS TC management server:

Note The following steps are performed on the VDS TC management server.

Procedure

Step 1 On the PBR routers, stop redirecting traffic to the VDS TC solution.

Step 2 Close any open VDS TC Manager windows and ensure that no other administrators are connected to the 
VDS TC Manager before proceeding.

Step 3 Using SSH software, such as Putty, open an SSH connection to the IP address of the VDS TC 
management server.

Step 4 Log into the system using the username padmin and the password provided by Cisco.

Step 5 Enter the command su admin to log into the CLI of the VDS TC management server. The default 
password is the serial number of the VDS TC management server.

Step 6 From the VDS TC prompt, enter the enable command. When prompted, enter the Enable mode password and 
press Enter. You are now logged into Enable mode and the Enable prompt, console#, should appear.

Step 7 From the Enable mode prompt, enter the command oper service stop to stop the caching service.

Step 8 Wait a few minutes and then enter the command show status. Check to see if the Device State shows 
“stopped.” For example:

console# show status
Operational state Device state Administrative state 
disabledstoppedunlocked

Caution Do not proceed to the next step until the Device State shows “stopped.” You may need to repeat the show 
status command several times before you see this status. Wait several minutes between executions of the 
show status command.

Step 9 Enter the exit command to exit Enabled mode.

Step 10 Enter the exit command to exit the VDS TC CLI.

Step 11 Enter the command su root to change to the root user. Enter the password for the root user when prompted. 
This password is provided by Cisco.

Step 12 Enter the command cd /opt/pang/useful/.

Step 13 To reset the SSH keys, enter the command ./replace_server_keys.sh -servers #, where # is the total 
number of C-Series cache engines in the VDS TC installation. For example, if you are replacing a cache 
engine in a VDS TC solution that has 16 cache engines, you would enter the command 
./replace_server_keys.sh -servers 16.
1-4
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Chapter 1      Cache Engine Replacement Procedure for a C-Series Installation with a Fresh Install of VDS TC 5.7.3
  Updating the NetApp Storage Enclosure
Step 14 Enter the command cd /opt/pang/useful/configure_storages to change to the storage configuration 
script directory.

Step 15 Enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b 
<no_of_blades_in_grid> -c <the_replaced_CE-ID_number>. For example, to replace CE-2 in a VDS 
TC C-Series installation that has two cache engines, and one storage enclosure, enter the command 
./configure_storages.py -s 1 -b 2 -c 2.

Note The configure storages script will format the data disks. To configure the storages without formatting the 
disks enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b 
<no_of_blades_in_grid> -c <the_replaced_CE-ID_number> -x.

Step 16 When the warning message about the disk format appears, enter y to continue the storages configuration.

*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Note You may be prompted to enter the password several times.

When the script is finished running, you should see the word “COMPLETE”. After running this script, 
the new VDS TC cache engine will be connected to the storage enclosures.

Step 17 Use SSH to connect to each CE and enter the command iscsiadm -m session to check the connections:

ssh ce-<cache engine number>
iscsiadm -m session

Your output should be similar to the following:

ƒÞ 8 * sessions per storage, for example for 1 storage:
tcp: [17] 10.11.14.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [18] 10.11.14.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [19] 10.11.16.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [20] 10.11.16.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [21] 10.11.15.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [22] 10.11.15.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [23] 10.11.17.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [24] 10.11.17.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a

Updating the NetApp Storage Enclosure

Note This process is only for the NetApp storage enclosure. If your system uses an IBM storage enclosure, 
refer to Updating the IBM Storage Enclosure section.
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Chapter 1      Cache Engine Replacement Procedure for a C-Series Installation with a Fresh Install of VDS TC 5.7.3
  Updating the NetApp Storage Enclosure
After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the NetApp storage enclosure for the new cache engine. Follow this 
procedure to perform this task:

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 1-3 VNC Viewer

Step 3 From the VNC console window, enter the command cd /opt/SMgr/client to change folders.

Step 4 Enter the command ./SMclient to start the SANtricity ™ ES Storage Manager software.

Note You must perform the following steps on all of the storage subsystems.

Step 5 Right-click the storage subsystem that you are configuring and choose Manage Storage Array. Click 
No in any pop-up windows that appear.
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Chapter 1      Cache Engine Replacement Procedure for a C-Series Installation with a Fresh Install of VDS TC 5.7.3
  Updating the NetApp Storage Enclosure
Figure 1-4 SANtricity Storage Manager

Step 6 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 7 In the navigation pane on the left, expand the Host Group folder. 

Step 8 Right-click the cache engine that was replaced, for example Host CE-1, and choose Manage Host Port 
Identifiers from the pop-up menu.
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Chapter 1      Cache Engine Replacement Procedure for a C-Series Installation with a Fresh Install of VDS TC 5.7.3
  Updating the NetApp Storage Enclosure
Figure 1-5 Manage Host Port Identifiers

Step 9 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the old iqn is selected and click Replace.

Figure 1-6 Replace IQN

Step 10 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.
1-8
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Chapter 1      Cache Engine Replacement Procedure for a C-Series Installation with a Fresh Install of VDS TC 5.7.3
  Updating the IBM Storage Enclosure
• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 11 Click Replace.

Figure 1-7 Replace Host Port Identifier

Step 12 From the Manage Host Port Identifiers window, click Close.

Step 13 Repeat Step 5 through Step 12 on any remaining storage subsystems.

Step 14 Close the Subsystem Management window and exit the SANtricity Storage Manager.

Step 15 Close the VNC client.

Updating the IBM Storage Enclosure

Note This process is only for the IBM storage enclosure. If your system uses the NetApp E2724 storage 
enclosure, refer to Updating the NetApp Storage Enclosure section.

After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the IBM storage enclosure for the new cache engine. Follow this 
procedure to perform this task:

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)
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b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 1-8 VNC Viewer

Step 3 From the VNC console window, enter the command /opt/IBM_DS/client/SMclient to start the IBM 
Storage Manager.

Note You must perform the following steps on all of the storage subsystems.

Step 4 Right-click the storage subsystem that you are configuring and choose Manage Storage Subsystem. 
Click No in any pop-up windows that appear.

Figure 1-9 IBM DS Storage Manager

Step 5 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 6 In the navigation pane on the left expand the Host Group folder. 
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Step 7 Right-click the cache engine that was replaced, for example Host CE-1, and choose Manage Host Port 
Identifiers from the pop-up menu.

Figure 1-10 Manage Host Port Identifiers

Step 8 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the old iqn is selected and click Replace.

Figure 1-11 Replace IQN

Step 9 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.
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• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 10 Click Replace.

Figure 1-12 Replace Host Port Identifier

Step 11 From the Manage Host Port Identifiers window, click Close.

Step 12 Repeat Step 4 through Step 11 on any remaining storage subsystems.

Step 13 Close the Subsystem Management window and exit the IBM Storage Manager.

Step 14 Close the VNC client.

Finishing the Cache Engine Replacement
Follow this procedure to finish configuring and installing the new cache engine:

Note You will be re-running the storage script that you ran in the Updating the SSH Keys and Connecting the 
Cache Engine to the Storage Enclosure section.

Note You must be logged in with root permissions to perform the following steps.

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the command cd 
/opt/pang/useful/configure_storages to change to the storage configuration script directory.
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Step 2 Enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b <no_of_blades> -c 
<the_replaced_CE-ID_number>. For example, to replace CE-2 in a VDS TC C-Series installation that 
has two cache engines, and one storage enclosure, enter the command ./configure_storages_py -s 1 -b 
2 -c 2.

Step 3 When the warning message about the disk format appears, enter y to continue the storages configuration.

*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Step 4 Follow the on screen instructions. If prompted, enter the password for the root user that was provided by 
Cisco. You should see the word “COMPLETE” when the script is finished running.

Note You may be prompted to enter the password several times.

Note Ensure that the VDS TC image upgrade file and the new VDS TC license that you received from Cisco 
are located on the VDS TC management server in the /tftpboot folder before performing these steps. 
Please note that you must receive a new license from Cisco support that includes the serial number of 
the replacement cache engine.

Step 5 Enter the command su admin to log into the VDS TC CLI. The CLI prompt console> appears.

Step 6 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 7 To upgrade the software on the new cache engine, enter the command upgrade server CE_number 
127.0.0.1 VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz, where CE_number is the cache engine that 
you replaced.

Step 8 To import the new license that includes the serial number of the new cache engine, enter the command 
license import 127.0.0.1 filename, where filename is the name of the new license file.

Note You must be in Enable mode, not Configuration mode to import a new license.

Step 9 Enter the command license activate to apply and activate the license.

Step 10 To start the application on the replaced cache engine, enter the command oper server #, where # is the 
number of the cache engine that was replaced. For example, if you replaced CE-2, enter the command 
oper server 2. You should see the following output:

console# oper server 2
oper server 2# start
Starting server 2
service is started on server 2

Step 11 After the application has started on the new cache engine, enter the command oper service start to start 
the VDS TC service.

Step 12 Enter the command show cluster-bus-ip to check if the spread communication among cluster members 
is set to broadcast.

console# show cluster-bus-ip 
Processing...
MG-1: [Broadcast]
CE-1: [Broadcast]
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CE-2: [Broadcast]
CE-3: [Broadcast]
CE-4: [Broadcast]
CE-5: [Broadcast]
CE-6: [Broadcast]
CE-7: [Broadcast]
CE-8: [Broadcast]
OK. All the CEs are configured to work with Broadcast IP.

Step 13 If the communication is set to broadcast, continue on to Step 16. If the communication is set to multicast 
instead of broadcast, enter the command config to switch to Configuration mode and then enter the 
command cluster-bus-ip broadcast. For example:

configuration# cluster-bus-ip broadcast
Processing...
All the CEs are configured to work with Broadcast IP.

Step 14 Enter the command exit to exit the Configuration mode.

Step 15 Enter the command show cluster-bus-ip to confirm that the management server and all cache engines 
are configured to use broadcast. For example:

console# show cluster-bus-ip 
Processing...
MG-1: [Broadcast]
CE-1: [Broadcast]
CE-2: [Broadcast]
CE-3: [Broadcast]
CE-4: [Broadcast]
CE-5: [Broadcast]
CE-6: [Broadcast]
CE-7: [Broadcast]
CE-8: [Broadcast]
OK. All the CEs are configured to work with Broadcast IP.

Step 16 Wait a few minutes and then enter the command show status. Do not proceed to the next step until you 
see a Device Status of “Started.” For example:

console# show status
Operational state Device state Administrative state
enabled started unlocked

Step 17 On the PBR routers, start redirecting traffic to the VDS TC solution.
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C H A P T E R 2

Cache Engine Replacement Procedure in a 5.7.3 
C-Series Installation Upgraded from Release 
5.2.1

Note Only use this chapter if you are replacing a Cache Engine in a VDS TC C-Series system that was 
upgraded to VDS TC 5.7.3 from VDS TC 5.2.1. If you are replacing a Cache Engine in a VDS TC 
C-Series system that had a fresh install of VDS TC 5.7.3 and was not upgraded to 5.7.3, refer to 
Chapter 1, “Cache Engine Replacement Procedure for a C-Series Installation with a Fresh Install of VDS 
TC 5.7.3”. If you are replacing a Cache Engine in a VDS TC C-Series system that was upgraded to VDS 
TC 5.7.3 from VDS TC 5.6.1, refer to Chapter 3, “Cache Engine Replacement Procedure in a 5.7.3 
C-Series Installation Upgraded from Release 5.6.1”.

To determine whether the system has been upgraded and from what version, from the Management 
Server enter the command grep "upgrade system to" /var/log/peerapp/peerapp_system*. This will 
display a list of all previous versions.

This chapter discusses how to determine that a cache engine has failed in a VDS TC C-Series installation 
and the steps that are required to replace it.

When a cache engine fails, the volume_selection_algorithm_time setting in the cluster_conf.xml file 
controls when the volumes of a failed cache engine will be redistributed (mounted) to the remaining 
cache engines. By default this value is 24 hours, which means that by default, if a cache engine fails, its 
volumes will not be redistributed (mounted) to the remaining cache engines until 24 hours after the cache 
engine fails. 

It is recommended that you leave the default set to 24 hours, however if you need to change this setting, 
add the following text to the cluster_conf file in the <service> section under the <memory> subsection. 
The seconds parameters is the number of seconds that the system should wait after a cache engine fails 
before its volumes are redistributed (mounted) to the remaining cache engines:

<io>
<volume_selection_algorithm_time>seconds</volume_selection_algorithm_time>

</io>

For example, to have the system wait 30 minutes after a cache engine fails before redistributing 
the volumes of the failed cache engine enter the following:
<io>

<volume_selection_algorithm_time>1800</volume_selection_algorithm_time>
</io>
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For more information on how to make changes to the configuration file and how to apply these changes, 
please refer to the Cisco Videoscape Distribution Suite Transparent Caching Software Configuration 
Guide available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_software_config_guide.pdf.

Symptoms of a Failed VDS TC C-Series Cache Engine
To determine whether a cache engine has failed in a VDS TC C-Series Server installation, log into VDS 
TC Manager. By default, the Status Dashboard displays. If you are already logged into VDS TC Manager 
GUI, choose Status > Dashboard.

If a cache engine has failed it will appear with a red box surrounding it, as shown with the first cache 
engine in the following figure. If a cache engine cannot bootup, it will appear with a grey box 
surrounding it.

Figure 2-1 Failed Cache Engine

Replacing a Cache Engine and Running the Installation Tasks
The first step in replacing a cache engine in a VDS TC C-Series cluster installation is to physically 
replace the cache engine and perform the installation steps on the new cache engine. Follow this 
procedure to perform these steps:
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Obtaining Required Files

Before you replace the VDS TC cache engine, you must obtain the following:

• The VDS TC 5.2.0 ISO image file: 
VDS-TC_Installer-5.2.0b123-5.2.0b124-ISO-5.2.0b23-Cisco.iso

• The updated kernel load for VDS TC 5.2.1: 
linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar.

• The VDS TC 5.7.3 ISO image file: 
VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso

• A new VDS TC license from Cisco: To replace a failed cache engine you must request a new VDS 
TC license from Cisco. To request a new license, you must have the serial number of the failed cache 
engine and the serial number of the new cache engine. After you have gathered this information, 
contact Cisco support for a new license file.

Caution Do not continue until you have theses files.

Procedure

Note Before removing the failed cache engine, make note of what number corresponds with the cache engine.

Step 1 Using the Cisco UCS C220M3 documentation, unmount the failed cache engine and mount the new 
cache engine.

Step 2 Confirm that the correct firmware is installed on the Cache Engine for VDS TC 5.7.3:

• Cisco UCS C220-M3S:

– Firmware version: 2.0(6f)

– Image file: ucs-c220-huu-2.0.6f.iso

Step 3 In the Cisco Videoscape Distribution Suite Transparent Caching Software C-Series Cluster Installation 
Guide, available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_CSeries_swInstallGuide.pdf, refer to Chapter 1, “Prerequisites and C-Series Cluster Physical 
Installation” for connecting the network cables to the new cache engine.

Step 4 On the VDS TC Manager, confirm that the 
VDS-TC_Installer-5.2.0b123-5.2.0b124-ISO-5.2.0b23-Cisco.iso file is in the /opt/pang/iso folder. If it 
is not, use SFTP software, such as WinSCP, to copy the file to the /opt/pang/iso folder.

Step 5 Configure the new VDS TC cache engine by performing all of the tasks in Chapter 4, “Cache Engine 
Servers Installation” in the Cisco Videoscape Distribution Suite Transparent Caching Software C-Series 
Cluster Installation Guide for VDS TC Release 5.2.0.

Note Make sure you are using the installation guide for VDS TC Release 5.2.0 and that you perform all of the 
Steps in Chapter 4, including the “Running the Post Installation Scripts” section.

Note When the “Enter Cache Engine Number” dialog box appears, enter the number that corresponds with the 
cache engine that you are replacing.
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Figure 2-2 Enter Cache Engine Number

Updating the SSH Keys and Connecting the Cache Engine to the 
Storage Enclosure

After completing the “Cache Engine Servers Installation” chapter, you must update the grid SSH keys 
on the VDS TC management server and configure the new cache engine to connect to the storage 
enclosure. All of these steps are performed on the VDS TC management server.

Follow this procedure to perform these steps on the VDS TC management server:

Note The following steps are performed on the VDS TC management server.

Procedure

Step 1 On the PBR routers, stop redirecting traffic to the VDS TC solution.

Step 2 Close any open VDS TC Manager windows and ensure that no other administrators are connected to the 
VDS TC Manager before proceeding.

Step 3 Using SSH software, such as Putty, open an SSH connection to the IP address of the VDS TC 
management server.

Step 4 Log into the system using the username padmin and the password provided by Cisco.

Step 5 Enter the command su admin to log into the CLI of the VDS TC management server. The default 
password is the serial number of the VDS TC management server.

Step 6 From the VDS TC prompt, enter the enable command. When prompted, enter the Enable mode password and 
press Enter. You are now logged into Enable mode and the Enable prompt, console#, should appear.

Step 7 From the Enable mode prompt, enter the command oper service stop to stop the caching service.

Step 8 Wait a few minutes and then enter the command show status. Check to see if the Device State shows 
“stopped.” For example:

console# show status
2-4
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 2      Cache Engine Replacement Procedure in a 5.7.3 C-Series Installation Upgraded from Release 5.2.1
  Updating the SSH Keys and Connecting the Cache Engine to the Storage Enclosure
Operational state Device state Administrative state 
disabledstoppedunlocked

Caution Do not proceed to the next step until the Device State shows “stopped.” You may need to repeat the show 
status command several times before you see this status. Wait several minutes between executions of the 
show status command.

Step 9 Enter the exit command to exit Enabled mode.

Step 10 Enter the exit command to exit the VDS TC CLI.

Step 11 Enter the command su root to change to the root user. Enter the password for the root user when prompted. 
This password is provided by Cisco.

Step 12 Enter the command cd /opt/pang/useful/.

Step 13 To reset the SSH keys, enter the command ./replace_server_keys.sh -servers #, where # is the total 
number of C-Series cache engines in the VDS TC installation. For example, if you are replacing a cache 
engine in a VDS TC solution that has 16 cache engines, you would enter the command 
./replace_server_keys.sh -servers 16.

Step 14 Enter the command cd /opt/pang/useful/configure_storages to change to the storage configuration 
script directory.

Step 15 Enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b 
<no_of_blades_in_grid> -c <the_replaced_CE-ID_number>. For example, to replace CE-2 in a VDS 
TC C-Series installation that has two cache engines, and one storage enclosure, enter the command 
./configure_storages.py -s 1 -b 2 -c 2.

Note The configure storages script will format the data disks. To configure the storages without formatting the 
disks enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b 
<no_of_blades_in_grid> -c <the_replaced_CE-ID_number> -x.

Step 16 When the warning message about the disk format appears, enter y to continue the storages configuration.

*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Note You may be prompted to enter the password several times.

When the script is finished running, you should see the word “COMPLETE”. After running this script, 
the new VDS TC cache engine will be connected to the storage enclosures.

Step 17 Use SSH to connect to each CE and enter the command iscsiadm -m session to check the connections:

ssh ce-<cache engine number>
iscsiadm -m session

Your output should be similar to the following:

ƒÞ 8 * sessions per storage, for example for 1 storage:
tcp: [17] 10.11.14.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [18] 10.11.14.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
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tcp: [19] 10.11.16.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [20] 10.11.16.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [21] 10.11.15.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [22] 10.11.15.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [23] 10.11.17.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [24] 10.11.17.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a

Updating the NetApp Storage Enclosure

Note This process is only for the NetApp storage enclosure. If your system uses an IBM storage enclosure, 
refer to Updating the IBM Storage Enclosure section.

After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the NetApp storage enclosure for the new cache engine. Follow this 
procedure to perform this task:

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 2-3 VNC Viewer

Step 3 From the VNC console window, enter the command cd /opt/SMgr/client to change folders.

Step 4 Enter the command ./SMclient to start the SANtricity ™ ES Storage Manager software.
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Note You must perform the following steps on all of the storage subsystems.

Step 5 Right-click the storage subsystem that you are configuring and choose Manage Storage Array. Click 
No in any pop-up windows that appear.

Figure 2-4 SANtricity Storage Manager

Step 6 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 7 In the navigation pane on the left, expand the Host Group folder. 

Step 8 Right-click the cache engine that was replaced, for example Host CE-1, and choose Manage Host Port 
Identifiers from the pop-up menu.
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Figure 2-5 Manage Host Port Identifiers

Step 9 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the old iqn is selected and click Replace.

Figure 2-6 Replace IQN

Step 10 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.
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• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 11 Click Replace.

Figure 2-7 Replace Host Port Identifier

Step 12 From the Manage Host Port Identifiers window, click Close.

Step 13 Repeat Step 5 through Step 12 on any remaining storage subsystems.

Step 14 Close the Subsystem Management window and exit the SANtricity Storage Manager.

Step 15 Close the VNC client.

Updating the IBM Storage Enclosure

Note This process is only for the IBM storage enclosure. If your system uses the NetApp E2724 storage 
enclosure, refer to Updating the NetApp Storage Enclosure section.

After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the IBM storage enclosure for the new cache engine. Follow this 
procedure to perform this task:

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)
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b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 2-8 VNC Viewer

Step 3 From the VNC console window, enter the command /opt/IBM_DS/client/SMclient to start the IBM 
Storage Manager.

Note You must perform the following steps on all of the storage subsystems.

Step 4 Right-click the storage subsystem that you are configuring and choose Manage Storage Subsystem. 
Click No in any pop-up windows that appear.

Figure 2-9 IBM DS Storage Manager

Step 5 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 6 In the navigation pane on the left expand the Host Group folder. 
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Step 7 Right-click the cache engine that was replaced, for example Host CE-1, and choose Manage Host Port 
Identifiers from the pop-up menu.

Figure 2-10 Manage Host Port Identifiers

Step 8 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the old iqn is selected and click Replace.

Figure 2-11 Replace IQN

Step 9 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.
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• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 10 Click Replace.

Figure 2-12 Replace Host Port Identifier

Step 11 From the Manage Host Port Identifiers window, click Close.

Step 12 Repeat Step 4 through Step 11 on any remaining storage subsystems.

Step 13 Close the Subsystem Management window and exit the IBM Storage Manager.

Step 14 Close the VNC client.

Finishing the Cache Engine Replacement
Follow this procedure to finish configuring and installing the new cache engine:

Note You will be re-running the storage script that you ran in the Updating the SSH Keys and Connecting the 
Cache Engine to the Storage Enclosure section.

Note You must be logged in with root permissions to perform the following steps.

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the command cd 
/opt/pang/useful/configure_storages to change to the storage configuration script directory.
2-12
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 2      Cache Engine Replacement Procedure in a 5.7.3 C-Series Installation Upgraded from Release 5.2.1
  Finishing the Cache Engine Replacement
Step 2 Enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b <no_of_blades> -c 
<the_replaced_CE-ID_number>. For example, to replace CE-2 in a VDS TC C-Series installation that 
has two cache engines, and one storage enclosure, enter the command ./configure_storages_py -s 1 -b 
2 -c 2.

Step 3 When the warning message about the disk format appears, enter y to continue the storages configuration.

*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Step 4 Follow the on screen instructions. If prompted, enter the password for the root user that was provided by 
Cisco. You should see the word “COMPLETE” when the script is finished running.

Note You may be prompted to enter the password several times.

Note Ensure that the VDS TC image upgrade file and the new VDS TC license that you received from Cisco 
are located on the VDS TC management server in the /tftpboot folder before performing these steps. 
Please note that you must receive a new license from Cisco support that includes the serial number of 
the replacement cache engine.

Step 5 Using SFTP software, such as WinSCP, connect to the management IP address that was assigned to the 
VDS TC server. Log in using the user name padmin and the password that was provided by Cisco and 
do the following:

a. Copy the updated kernel load file, 
linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar, to the /tmp folder. 

b. Copy the VDS TC 5.7.3 ISO image file, VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso, to 
the /opt/pang/iso folder.

c. Copy the new VDS TC license that you received from Cisco to the /tftpboot folder.

d. Close the SFTP software.

Step 6 From an SSH connection to the VDS TC management server logged in as padmin, enter the command 
su root. When prompted, enter the password that was provided by Cisco. Perform the following steps to 
extract the FI file for VDS TC 5.7.3:

a. Enter the command mkdir /opt/pang/iso/5.7.3_iso to create a new folder for the 5.7.3 files.

b. Enter the command cd /opt/pang/iso to change folders.

c. Enter the command mount VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso -o loop 
/opt/pang/iso/5.7.3_iso to extract the VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz file.

d. Enter the command cd / to change to the root folder and then enter the command 
umount /opt/pang/iso/5.7.3_iso to unmount the iso image.

e. Enter the command rm /opt/pang/iso/VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso to 
delete the iso file.

f. Enter the command cd /opt/pang/iso/5.7.3_iso/install-tools/PeerApp_FI-GA.

g. Enter the command cp VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz /tftpboot.

Step 7 Next you will update the Kernel on the cache engine. Enter the command cd /tmp.
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Step 8 To copy the updated kernel installation package file to the new cache engine, enter the command scp 
linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar root@ce-#:/tmp, where # is 
the number of the cache engine that you replaced. For example, if you replaced cache engine 1, enter the 
following:

scp linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar root@ce-1:/tmp

Step 9 From the VDS TC management server, enter the command ssh ce-X, where X is the number of the cache 
engine that you replaced.

Step 10 Enter the command cd /tmp to change to the /tmp folder.

Step 11 Enter the command tar -xvf linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar to 
extract the kernel files.

Step 12 Enter the command cd linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783 to change to the new 
folder that was created when extracting the files in Step 6.

Step 13 Enter the command ./linux-2.6.27.19-5-llpf_10--INSTALL_PHASE-1.sh to run the first phase of the 
kernel installation.

Step 14 Each time you see the following prompt, press Enter:

Press [Enter] key...

Note You will see this prompt several times.

Step 15 When you see the following prompt, press Enter. This will cause the system to reboot for the first time. 
When the system reboots, your SSH connection to the cache engine will close.

Going to REBOOT, Press [Enter] key...

Step 16 After the cache engine reboots, from the VDS TC management server, enter the command ssh ce-X to 
reconnect to the cache engine, where X is the number of the cache engine to which are reconnecting. 

Step 17 Enter the command cd /tmp.

Step 18 Enter the command cd linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783.

Step 19 Enter the command ./linux-2.6.27.19-5-llpf_10--INSTALL_PHASE-2_Cisco.sh to run the second 
phase of the kernel installation.

Step 20 Each time you see the following prompt, press Enter:

Press [Enter] key...

Step 21 When you see the following prompt, press Enter. This will cause the system to reboot. When the system 
reboots, your SSH connection to the cache engine will close.

Going to REBOOT, Press [Enter] key...

Step 22 After the cache engine reboots, from the VDS TC management server, enter the command ssh ce-X, 
where X is the number of the cache engine to which you are reconnecting. 

Step 23 To confirm the kernel update, enter the command uname –a and verify that the date Tue Aug 19 16:27:56 
GMT 2014 appears in the output, as shown in the following example.

Linux ce-1 2.6.27.19-llpf_10-5-default #26 SMP Tue Aug 19 16:27:56 GMT 2014 x86_64 x86_64 
x86_64 GNU/Linux

Step 24 Enter logout to close the SSH connection to the cache engine.

Step 25 Enter the command su admin to log into the VDS TC CLI. The CLI prompt console> appears.
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Step 26 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 27 Upgrade the software on the new cache engine by entering the command upgrade server CE_number 
127.0.0.1 VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz, where CE_number is the cache engine you 
replaced.

Step 28 To import the new license that includes the serial number of the new cache engine, enter the command 
license import 127.0.0.1 filename, where filename is the name of the new license file.

Note You must be in Enable mode, not Configuration mode to import a new license.

Step 29 Enter the command license activate to apply and activate the license.

Step 30 To start the application on the replaced cache engine, enter the command oper server #, where # is the 
number of the cache engine that was replaced. For example, if you replaced CE-2, enter the command 
oper server 2. You should see the following output:

console# oper server 2
oper server 2# start
Starting server 2
service is started on server 2

Step 31 After the application has started on the new cache engine, enter the command oper service start to start 
the VDS TC service.

Step 32 Enter the command show cluster-bus-ip to check if the spread communication among cluster members 
is set to broadcast.

console# show cluster-bus-ip 
Processing...
MG-1: [Broadcast]
CE-1: [Broadcast]
CE-2: [Broadcast]
CE-3: [Broadcast]
CE-4: [Broadcast]
CE-5: [Broadcast]
CE-6: [Broadcast]
CE-7: [Broadcast]
CE-8: [Broadcast]
OK. All the CEs are configured to work with Broadcast IP.

Step 33 If the communication is set to broadcast, continue on to Step 36. If the communication is set to multicast 
instead of broadcast, enter the command config to switch to Configuration mode and then enter the 
command cluster-bus-ip broadcast. For example:

configuration# cluster-bus-ip broadcast
Processing...
All the CEs are configured to work with Broadcast IP.

Step 34 Enter the command exit to exit the Configuration mode.

Step 35 Enter the command show cluster-bus-ip to confirm that the management server and all cache engines 
are configured to use broadcast. For example:

console# show cluster-bus-ip 
Processing...
MG-1: [Broadcast]
CE-1: [Broadcast]
CE-2: [Broadcast]
CE-3: [Broadcast]
CE-4: [Broadcast]
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CE-5: [Broadcast]
CE-6: [Broadcast]
CE-7: [Broadcast]
CE-8: [Broadcast]
OK. All the CEs are configured to work with Broadcast IP.

Step 36 Wait a few minutes and then enter the command show status. Do not proceed to the next step until you 
see a Device Status of “Started.” For example:

console# show status
Operational state Device state Administrative state
enabled started unlocked

Step 37 On the PBR routers, start redirecting traffic to the VDS TC solution.
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C H A P T E R 3

Cache Engine Replacement Procedure in a 5.7.3 
C-Series Installation Upgraded from Release 
5.6.1

Note Only use this chapter if you are replacing a Cache Engine in a VDS TC C-Series system that was 
upgraded to VDS TC 5.7.3 from VDS TC 5.6.1. If you are replacing a Cache Engine in a VDS TC 
C-Series system that has a fresh install of VDS TC 5.7.3 and was not upgraded to 5.7.3, refer to 
Chapter 1, “Cache Engine Replacement Procedure for a C-Series Installation with a Fresh Install of VDS 
TC 5.7.3”. If you are replacing a Cache Engine in a VDS TC C-Series system that was upgraded to VDS 
TC 5.7.3 from VDS TC 5.2.1, refer to Chapter 2, “Cache Engine Replacement Procedure in a 5.7.3 
C-Series Installation Upgraded from Release 5.2.1”.

To determine whether the system has been upgraded and from what version, from the Management 
Server enter the command grep "upgrade system to" /var/log/peerapp/peerapp_system*. This will 
display a list of all previous versions.

This chapter discusses how to determine that a cache engine has failed in a VDS TC C-Series installation 
and the steps that are required to replace it.

When a cache engine fails, the volume_selection_algorithm_time setting in the cluster_conf.xml file 
controls when the volumes of a failed cache engine will be redistributed (mounted) to the remaining 
cache engines. By default this value is 24 hours, which means that by default, if a cache engine fails, its 
volumes will not be redistributed (mounted) to the remaining cache engines until 24 hours after the cache 
engine fails. 

It is recommended that you leave the default set to 24 hours, however if you need to change this setting, 
add the following text to the cluster_conf file in the <service> section under the <memory> subsection. 
The seconds parameters is the number of seconds that the system should wait after a cache engine fails 
before its volumes are redistributed (mounted) to the remaining cache engines:

<io>
<volume_selection_algorithm_time>seconds</volume_selection_algorithm_time>

</io>

For example, to have the system wait 30 minutes after a cache engine fails before redistributing 
the volumes of the failed cache engine enter the following:
<io>

<volume_selection_algorithm_time>1800</volume_selection_algorithm_time>
</io>
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For more information on how to make changes to the configuration file and how to apply these changes, 
please refer to the Cisco Videoscape Distribution Suite Transparent Caching Software Configuration 
Guide available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_software_config_guide.pdf.

Symptoms of a Failed VDS TC C-Series Cache Engine
To determine whether a cache engine has failed in a VDS TC C-Series Server installation, log into VDS 
TC Manager. By default, the Status Dashboard displays. If you are already logged into VDS TC Manager 
GUI, choose Status > Dashboard.

If a cache engine has failed it will appear with a red box surrounding it, as shown with the first cache 
engine in the following figure. If a cache engine cannot bootup, it will appear with a grey box 
surrounding it.

Figure 3-1 Failed Cache Engine

Replacing a Cache Engine and Running the Installation Tasks
The first step in replacing a cache engine in a VDS TC C-Series cluster installation is to physically 
replace the cache engine and perform the installation steps on the new cache engine. Follow this 
procedure to perform these steps:
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Obtaining Required Files

Before you replace the VDS TC cache engine, you must obtain the following:

• The VDS TC 5.6.1 ISO image file, VDS-TC_Installer_5.6.1b57-5.6.1b58-ISO-15-Cisco.iso

• The VDS TC 5.7.3 ISO image file, VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso

• A new VDS TC license from Cisco. To replace a failed cache engine you must request a new VDS 
TC license from Cisco. To request a new license, you must have the serial number of the failed cache 
engine and the serial number of the new cache engine. After you have gathered this information, 
contact Cisco support for a new license file.

Caution Do not continue until you have theses files.

Procedure

Note Before removing the failed cache engine, make note of what number corresponds with the cache engine.

Step 1 Using the Cisco UCS C220M3 documentation, unmount the failed cache engine and mount the new 
cache engine.

Step 2 Confirm that the correct firmware is installed on the Cache Engine for VDS TC 5.7.3:

• Cisco UCS C220-M3S:

– Firmware version: 2.0(6f)

– Image file: ucs-c220-huu-2.0.6f.iso

Step 3 In the Cisco Videoscape Distribution Suite Transparent Caching Software C-Series Cluster Installation 
Guide, available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_CSeries_swInstallGuide.pdf, refer to Chapter 1, “Prerequisites and C-Series Cluster Physical 
Installation” for connecting the network cables to the new cache engine.

Step 4 On the VDS TC Manager, confirm that the VDS-TC_Installer_5.6.1b57-5.6.1b58-ISO-15-Cisco.iso file 
is in the /opt/pang/iso folder. If it is not, use SFTP software, such as WinSCP, to copy the file to the 
/opt/pang/iso folder.

Step 5 Configure the new VDS TC cache engine by performing all of the tasks in Chapter 4, “Cache Engine 
Servers Installation” in the Cisco Videoscape Distribution Suite Transparent Caching Software C-Series 
Cluster Installation Guide for VDS TC Release 5.6.1.

Note Make sure you are using the installation guide for VDS TC Release 5.6.1 and that you perform all of the 
Steps in Chapter 4, including the “Running the Post Installation Scripts” section.

Note When the “Enter Cache Engine Number” dialog box appears, enter the number that corresponds with the 
cache engine that you are replacing.
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Figure 3-2 Enter Cache Engine Number

Updating the SSH Keys and Connecting the Cache Engine to the 
Storage Enclosure

After completing the “Cache Engine Servers Installation” chapter, you must update the grid SSH keys 
on the VDS TC management server and configure the new cache engine to connect to the storage 
enclosure. All of these steps are performed on the VDS TC management server.

Follow this procedure to perform these steps on the VDS TC management server:

Note The following steps are performed on the VDS TC management server.

Procedure

Step 1 On the PBR routers, stop redirecting traffic to the VDS TC solution.

Step 2 Close any open VDS TC Manager windows and ensure that no other administrators are connected to the 
VDS TC Manager before proceeding.

Step 3 Using SSH software, such as Putty, open an SSH connection to the IP address of the VDS TC 
management server.

Step 4 Log into the system using the username padmin and the password provided by Cisco.

Step 5 Enter the command su admin to log into the CLI of the VDS TC management server. The default 
password is the serial number of the VDS TC management server.

Step 6 From the VDS TC prompt, enter the enable command. When prompted, enter the Enable mode password and 
press Enter. You are now logged into Enable mode and the Enable prompt, console#, should appear.

Step 7 From the Enable mode prompt, enter the command oper service stop to stop the caching service.

Step 8 Wait a few minutes and then enter the command show status. Check to see if the Device State shows 
“stopped.” For example:

console# show status
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Operational state Device state Administrative state 
disabledstoppedunlocked

Caution Do not proceed to the next step until the Device State shows “stopped.” You may need to repeat the show 
status command several times before you see this status. Wait several minutes between executions of the 
show status command.

Step 9 Enter the exit command to exit Enabled mode.

Step 10 Enter the exit command to exit the VDS TC CLI.

Step 11 Enter the command su root to change to the root user. Enter the password for the root user when prompted. 
This password is provided by Cisco.

Step 12 Enter the command cd /opt/pang/useful/.

Step 13 To reset the SSH keys, enter the command ./replace_server_keys.sh -servers #, where # is the total 
number of C-Series cache engines in the VDS TC installation. For example, if you are replacing a cache 
engine in a VDS TC solution that has 16 cache engines, you would enter the command 
./replace_server_keys.sh -servers 16.

Step 14 Enter the command cd /opt/pang/useful/configure_storages to change to the storage configuration 
script directory.

Step 15 Enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b 
<no_of_blades_in_grid> -c <the_replaced_CE-ID_number>. For example, to replace CE-2 in a VDS 
TC C-Series installation that has two cache engines, and one storage enclosure, enter the command 
./configure_storages.py -s 1 -b 2 -c 2.

Note The configure storages script will format the data disks. To configure the storages without formatting the 
disks enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b 
<no_of_blades_in_grid> -c <the_replaced_CE-ID_number> -x.

Step 16 When the warning message about the disk format appears, enter y to continue the storages configuration.

*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Note You may be prompted to enter the password several times.

When the script is finished running, you should see the word “COMPLETE”. After running this script, 
the new VDS TC cache engine will be connected to the storage enclosures.

Step 17 Use SSH to connect to each CE and enter the command iscsiadm -m session to check the connections:

ssh ce-<cache engine number>
iscsiadm -m session

Your output should be similar to the following:

ƒÞ 8 * sessions per storage, for example for 1 storage:
tcp: [17] 10.11.14.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [18] 10.11.14.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
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tcp: [19] 10.11.16.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [20] 10.11.16.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [21] 10.11.15.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [22] 10.11.15.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [23] 10.11.17.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [24] 10.11.17.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a

Updating the NetApp Storage Enclosure

Note This process is only for the NetApp storage enclosure. If your system uses an IBM storage enclosure, 
refer to Updating the IBM Storage Enclosure section.

After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the NetApp storage enclosure for the new cache engine. Follow this 
procedure to perform this task:

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 3-3 VNC Viewer

Step 3 From the VNC console window, enter the command cd /opt/SMgr/client to change folders.

Step 4 Enter the command ./SMclient to start the SANtricity ™ ES Storage Manager software.
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Note You must perform the following steps on all of the storage subsystems.

Step 5 Right-click the storage subsystem that you are configuring and choose Manage Storage Array. Click 
No in any pop-up windows that appear.

Figure 3-4 SANtricity Storage Manager

Step 6 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 7 In the navigation pane on the left, expand the Host Group folder. 

Step 8 Right-click the cache engine that was replaced, for example Host CE-1, and choose Manage Host Port 
Identifiers from the pop-up menu.
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Figure 3-5 Manage Host Port Identifiers

Step 9 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the old iqn is selected and click Replace.

Figure 3-6 Replace IQN

Step 10 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.
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• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 11 Click Replace.

Figure 3-7 Replace Host Port Identifier

Step 12 From the Manage Host Port Identifiers window, click Close.

Step 13 Repeat Step 5 through Step 12 on any remaining storage subsystems.

Step 14 Close the Subsystem Management window and exit the SANtricity Storage Manager.

Step 15 Close the VNC client.

Updating the IBM Storage Enclosure

Note This process is only for the IBM storage enclosure. If your system uses the NetApp E2724 storage 
enclosure, refer to Updating the NetApp Storage Enclosure section.

After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the IBM storage enclosure for the new cache engine. Follow this 
procedure to perform this task:

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)
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b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 3-8 VNC Viewer

Step 3 From the VNC console window, enter the command /opt/IBM_DS/client/SMclient to start the IBM 
Storage Manager.

Note You must perform the following steps on all of the storage subsystems.

Step 4 Right-click the storage subsystem that you are configuring and choose Manage Storage Subsystem. 
Click No in any pop-up windows that appear.

Figure 3-9 IBM DS Storage Manager

Step 5 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 6 In the navigation pane on the left expand the Host Group folder. 
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Step 7 Right-click the cache engine that was replaced, for example Host CE-1, and choose Manage Host Port 
Identifiers from the pop-up menu.

Figure 3-10 Manage Host Port Identifiers

Step 8 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the old iqn is selected and click Replace.

Figure 3-11 Replace IQN

Step 9 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.
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• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 10 Click Replace.

Figure 3-12 Replace Host Port Identifier

Step 11 From the Manage Host Port Identifiers window, click Close.

Step 12 Repeat Step 4 through Step 11 on any remaining storage subsystems.

Step 13 Close the Subsystem Management window and exit the IBM Storage Manager.

Step 14 Close the VNC client.

Finishing the Cache Engine Replacement
Follow this procedure to finish configuring and installing the new cache engine:

Note You will be re-running the storage script that you ran in the Updating the SSH Keys and Connecting the 
Cache Engine to the Storage Enclosure section.

Note You must be logged in with root permissions to perform the following steps.

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the command cd 
/opt/pang/useful/configure_storages to change to the storage configuration script directory.
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Step 2 Enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b <no_of_blades> -c 
<the_replaced_CE-ID_number>. For example, to replace CE-2 in a VDS TC C-Series installation that 
has two cache engines, and one storage enclosure, enter the command ./configure_storages_py -s 1 -b 
2 -c 2.

Step 3 When the warning message about the disk format appears, enter y to continue the storages configuration.

*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Step 4 Follow the on screen instructions. If prompted, enter the password for the root user that was provided by 
Cisco. You should see the word “COMPLETE” when the script is finished running.

Note You may be prompted to enter the password several times.

Step 5 Using SFTP software, such as WinSCP, connect to the management IP address that was assigned to the 
VDS TC server. Log in using the user name padmin and the password that was provided by Cisco. Copy 
the VDS TC 5.7.3 ISO image file, VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso, to the 
/opt/pang/iso folder. 

Step 6 Copy the new VDS TC license that you received from Cisco to the /tftpboot folder.

Step 7 Close the SFTP software.

Step 8 From the SSH connection to the VDS TC management server logged in as root, perform the following 
steps to extract the FI file for VDS TC 5.7.3:

a. Enter the command mkdir /opt/pang/iso/5.7.3_iso to create a new folder for the 5.7.3 files.

b. Enter the command cd /opt/pang/iso to change folders.

c. Enter the command mount VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso -o loop 
/opt/pang/iso/5.7.3_iso to extract the VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz file.

d. Enter the command cd / to change to the root folder and then enter the command 
umount /opt/pang/iso/5.7.3_iso to unmount the iso image.

e. Enter the command rm /opt/pang/iso/VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso to 
delete the iso file.

f. Enter the command cd /opt/pang/iso/5.7.3_iso/install-tools/PeerApp_FI-GA.

g. Enter the command cp VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz /tftpboot.

Step 9 Enter the command su admin to log into the VDS TC CLI. The CLI prompt console> appears.

Step 10 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 11 Upgrade the software on the new cache engine by entering the command upgrade server CE_number 
127.0.0.1 VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz, where CE_number is the cache engine you 
replaced.

Step 12 To import the new license that includes the serial number of the new cache engine, enter the command 
license import 127.0.0.1 filename, where filename is the name of the new license file.

Note You must be in Enable mode, not Configuration mode to import a new license.

Step 13 Enter the command license activate to apply and activate the license.
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Step 14 To start the application on the replaced cache engine, enter the command oper server #, where # is the 
number of the cache engine that was replaced. For example, if you replaced CE-2, enter the command 
oper server 2. You should see the following output:

console# oper server 2
oper server 2# start
Starting server 2
service is started on server 2

Step 15 After the application has started on the new cache engine, enter the command oper service start to start 
the VDS TC service.

Step 16 Enter the command show cluster-bus-ip to check if the spread communication among cluster members 
is set to broadcast.

console# show cluster-bus-ip 
Processing...
MG-1: [Broadcast]
CE-1: [Broadcast]
CE-2: [Broadcast]
CE-3: [Broadcast]
CE-4: [Broadcast]
CE-5: [Broadcast]
CE-6: [Broadcast]
CE-7: [Broadcast]
CE-8: [Broadcast]
OK. All the CEs are configured to work with Broadcast IP.

Step 17 If the communication is set to broadcast, continue on to Step 20. If the communication is set to multicast 
instead of broadcast, enter the command config to switch to Configuration mode and then enter the 
command cluster-bus-ip broadcast. For example:

configuration# cluster-bus-ip broadcast
Processing...
All the CEs are configured to work with Broadcast IP.

Step 18 Enter the command exit to exit the Configuration mode.

Step 19 Enter the command show cluster-bus-ip to confirm that the management server and all cache engines 
are configured to use broadcast. For example:

console# show cluster-bus-ip 
Processing...
MG-1: [Broadcast]
CE-1: [Broadcast]
CE-2: [Broadcast]
CE-3: [Broadcast]
CE-4: [Broadcast]
CE-5: [Broadcast]
CE-6: [Broadcast]
CE-7: [Broadcast]
CE-8: [Broadcast]
OK. All the CEs are configured to work with Broadcast IP.

Step 20 Wait a few minutes and then enter the command show status. Do not proceed to the next step until you 
see a Device Status of “Started.” For example:

console# show status
Operational state Device state Administrative state
enabled started unlocked

Step 21 On the PBR routers, start redirecting traffic to the VDS TC solution.
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C H A P T E R 4

Cache Engine Replacement Procedure for a 
Blade Server Installation with a Fresh Install of 
VDS TC 5.7.3

Note Only use this chapter if you are replacing a Cache Engine in a VDS TC Blade Server system that had a 
fresh install of VDS TC 5.7.3 and was not upgraded to 5.7.3. If you are replacing a Cache Engine in a 
VDS TC Blade Server system that was upgraded to VDS TC 5.7.3 from VDS TC 5.2.1, refer to 
Chapter 5, “Cache Engine Replacement Procedure for a 5.7.3 Blade Server Installation Upgraded from 
Release 5.2.1”. If you are replacing a Cache Engine in a VDS TC Blade Server system that was upgraded 
to VDS TC 5.7.3 from VDS TC 5.6.1, refer to Chapter 6, “Cache Engine Replacement Procedure for a 
5.7.3 Blade Server Installation Upgraded from Release 5.6.1”.

This chapter discusses how to determine that a cache engine has failed in a VDS TC Blade Server 
installation and the steps that are required to replace it.

When a cache engine fails, the volume_selection_algorithm_time setting in the cluster_conf.xml file 
controls when the volumes of a failed cache engine will be redistributed (mounted) to the remaining 
cache engines. By default this value is 24 hours, which means that by default, if a cache engine fails, its 
volumes will not be redistributed (mounted) to the remaining cache engines until 24 hours after the cache 
engine fails. 

It is recommended that you leave the default set to 24 hours, however if you need to change this setting, 
add the following text to the cluster_conf file in the <service> section under the <memory> subsection. 
The seconds parameters is the number of seconds that the system should wait after a cache engine fails 
before its volumes are redistributed (mounted) to the remaining cache engines:

<io>
<volume_selection_algorithm_time>seconds</volume_selection_algorithm_time>

</io>

For example, to have the system wait 30 minutes after a cache engine fails before redistributing 
the volumes of the failed cache engine enter the following:
<io>

<volume_selection_algorithm_time>1800</volume_selection_algorithm_time>
</io>
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For more information on how to make changes to the configuration file and how to apply these changes, 
please refer to the Cisco Videoscape Distribution Suite Transparent Caching Software Configuration 
Guide available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_software_config_guide.pdf.

Symptoms of a Failed VDS TC Blade Server Cache Engine
To determine whether a cache engine has failed in a VDS TC Blade Server installation, log into VDS TC 
Manager GUI. By default, the Status > Dashboard window is displayed. If you are already logged into 
VDS TC Manager, choose Status > Dashboard.

If a cache engine has failed it will appear with a gray box surrounding it.

Figure 4-1 Failed Cache Engine
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Replacing a Cache Engine and Running the Installation Tasks
The first step in replacing a cache engine in a VDS TC Blade Server cluster installation is to physically 
replace the cache engine and perform the installation steps on the new cache engine. Follow this 
procedure to perform these steps:

Before You Begin

To replace a failed cache engine you must request a new VDS TC license from Cisco. To request a new 
license, you must have the serial number of the failed cache engine and the serial number of the new 
cache engine. After you have gathered this information, contact Cisco support for a new license file.

Caution Do not continue until you have the license file.

Procedure

Note Before removing the failed cache engine, make note of what number corresponds with the cache engine.

Step 1 Using the Cisco UCS 5108 Server Chassis Installation Guide available at 
http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/hw/chassis-install-guide/ucs5108_install
.html, unmount the failed Blade Server cache engine and mount the new Blade Server cache engine.

Step 2 In the Cisco Videoscape Distribution Suite Transparent Caching Software Blade Server Cluster 
Installation Guide, available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_BladeSrvr_swInstallGuide.pdf, refer to Chapter 1, “Prerequisites and Blade Server Cluster 
Physical Installation” for connecting the network cables to the new cache engine.

Note Complete the following steps for the cache engine that you are replacing.

Step 1 Use VNC to connect from your local computer to the VDS TC Management Server using the IP address 
that you configured, adding :1 to the end, for example 10.56.194.65:1. When prompted to enter a 
password, enter the root password that was provided by Cisco. If you encounter problems opening a 
VNC client connection to the VDS TC Management Server, you may need to restart VNC Server 1 on 
the VDS TC Management Server. Follow these steps to restart this server:

a. From an SSH connection to the VDS TC Management server where you are logged in with root 
permissions, enter the command rm /tmp/.X11-unix/X1.

b. Enter the command vncserver :1 to start the VNC Server.
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Figure 4-2 VNC Viewer

Note If you have problems restarting the VNC Server 1 instance, you can also start another VNC Server 
instance by entering the command vncserver :2.

Step 2 From the VNC console, enter the command firefox &.

Figure 4-3 VNC Console

Step 3 In the Firefox window that opens, enter the Management port IP address for the fabric interconnect. In 
a redundant installation, enter the Cluster (virtual) IP address. 

Step 4 The Cisco UCS Manager window appears. From this window, click Launch KVM Manager. If you 
receive a message that says “To view this page ensure that Adobe Flash Player version 10.0.0 or greater 
is installed.” perform the following steps:

a. Close Firefox

b. From the terminal window, enter the command su –

c. Enter the command pkill -9 firefox
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d. Enter the command cd /root

e. Enter the command mv .mozilla .mozilla.bak

f. Enter the command firefox & to restart Firefox.

g. In the Firefox window that opens, enter the Management port IP address for the fabric interconnect. 
In a redundant installation, enter the Cluster (virtual) IP address. 

h. Repeat Step 4.

Figure 4-4 Cisco UCS Manager

Step 5 The UCS - KVM Launch Manager login window appears. Enter the username admin and the password 
that was configured during the initial system setup of the fabric interconnect (the default password is 
password), and then click OK.
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Figure 4-5 UCS KVM Launch Manager Login Window

Step 6 The Service Profiles window appears, listing all of the cache engine profiles. From this window, in the 
row for the cache engine you are replacing, in the Launch KVM column click Launch to launch the 
KVM console.
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Figure 4-6 Service Profiles Window

Step 7 Click OK to open the .jnlp file with Java(TM) Web Start Launcher.

Step 8 From the Warning Security window, click Continue.

Step 9 If you receive a window that asks if you want to run this application, click Run.

Step 10 From the KVM Console window, make sure the KVM Console tab is selected and choose Virtual Media 
> Activate Virtual Devices.

Step 11 If you see the Unencrypted Virtual Media Session window, choose Accept this session and click Apply. 

Figure 4-7 Unencrypted Virtual Media Session

Step 12 Choose Virtual Media > Map CD/DVD.
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Figure 4-8 Map CD/DVD

Step 13 In the window that opens, browse to the /opt/pang/iso/ folder to find the ISO installer image and click 
Open.

Figure 4-9 Map Device

Step 14 Check the Read Only check box and click Map Device.

Step 15 Click Reset under the menu bar to reboot the cache engine.
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Figure 4-10 Reset the Cache Engine

Step 16 From the Reset Server Warning window that appears, click OK to reset the server.

Figure 4-11 Reset Server Warning Window

Step 17 From the Reset Server Service window that appears, choose Power Cycle and click OK.

Figure 4-12 Reset Server Service
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Step 18 From the KVM Console window you will see the VDS TC Cache Engine reboot. When you see the 
prompt to press F6 to enter the boot menu, click the KVM Console window to make sure it has focus 
and press F6. The Please Select Boot Device dialog box appears.

Note You may need to press F6 several times to see the Please Select Boot Device dialog box.

Figure 4-13 System Reboot Window

Step 19 Using the up and down arrows, choose Cisco vKVM-Mapped vDVD1.22. The system will reboot from 
the virtual ISO image.

Step 20 When the VDS-TC Installer environment displays in the KVM console window, choose Installer - No 
Serial.
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Figure 4-14 VDS TC Installer Window

Step 21 When the Welcome screen appears, enter Y to continue the installation process.

Figure 4-15 Welcome Screen

Step 22 When the Choose the Appliance Deployment window appears, choose Cache Engine and select OK.
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Figure 4-16 Choose the Appliance Deployment Window

Note When the “Enter Cache Engine Number” dialog box appears, enter the number that corresponds with the 
cache engine that you are replacing.

Figure 4-17 Enter Cache Engine Number

Step 23 From the Active-Active Fabric Interconnect dialog box, choose yes.
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Figure 4-18 Active-Active Fabric Interconnect

Step 24 Confirm the Cache Engine configuration. If everything is correct, choose Yes. If there is a mistake, 
choose No and repeat Step 20 through Step 23.

Figure 4-19 Configuration Confirmation

Step 25 From the KVM window you will see the installation begin. You must wait for this installation process 
to complete before you continue.

Note This installation should take about 40 minutes.
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Figure 4-20 Cache Engine Installation Process

Step 26 When the installation completes, you must unmap the ISO image file. When the “Installation completed. 
Press <Enter> to reboot.” message appears, press Enter. 

Figure 4-21 Installation Completed Window

Note Wait for the system to reboot and display the BIOS splash screen, as shown in Figure 4-13 “System 
Reboot Window”, before proceeding to the next step.

Step 27 After the system reboots, from the KVM Console window, choose Virtual Media > Activate Virtual 
Devices to deactivate the virtual devices and unmap the image file.
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Figure 4-22 Deactivate Virtual Device

Step 28 From the Close Virtual Media dialog box, click Yes to confirm the unmapping of the image file. This 
unmounts the ISO image.

Figure 4-23 Close Virtual Media

Step 29 Click Reset under the menu bar to reboot the cache engine.
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Figure 4-24 Reset the Cache Engine

Step 30 From the Reset Server Warning window that appears, click OK to reset the server.

Figure 4-25 Reset Server Warning Window

Step 31 From the Reset Server Service window that appears, choose Power Cycle and click OK.

Figure 4-26 Reset Server Service
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Updating the SSH Keys and Connecting the Cache Engine to the 
Storage Enclosure

After completing the “Running the Post Installation Scripts” section in the “Cache Engine Servers 
Installation” chapter, you must update the grid SSH keys on the VDS TC management server and 
configure the new cache engine to connect to the storage enclosure. All of these steps are performed on 
the VDS TC management server.

Follow this procedure to perform these steps on the VDS TC management server:

Note The following steps are performed on the VDS TC management server.

Procedure

Step 1 On the PBR routers, stop redirecting traffic to the VDS TC solution.

Step 2 Close any open VDS TC Manager windows and ensure that no other administrators are connected to the 
VDS TC Manager before proceeding.

Step 3 Using SSH software, such as Putty, open an SSH connection to the IP address of the VDS TC 
management server.

Step 4 Log into the system using the username padmin and the password provided by Cisco.

Step 5 Enter the command su admin to log into the CLI of the VDS TC management server. The default 
password is the serial number of the VDS TC management server.

Step 6 From the VDS TC prompt, enter the enable command. When prompted, enter the Enable mode password and 
press Enter. You are now logged into Enable mode and the Enable prompt, console#, should appear.

Step 7 From the Enable mode prompt, enter the command oper service stop to stop the caching service.

Step 8 Wait a few minutes and then enter the command show status. Check to see if the Device State shows 
“stopped.” For example:

console# show status
Operational state Device state Administrative state 
disabledstoppedunlocked

Caution Do not proceed to the next step until the Device State shows “stopped.” You may need to repeat the show 
status command several times before you see this status. Wait several minutes between executions of the 
show status command.

Step 9 Enter the exit command to exit Enabled mode.

Step 10 Enter the exit command to exit the VDS TC CLI.

Step 11 Enter the command su root to change to the root user. Enter the password for the root user when prompted. 
This password is provided by Cisco.

Step 12 Enter the command cd /opt/pang/useful/.

Step 13 To reset the SSH keys, enter the command ./replace_server_keys.sh -servers #, where # is the total 
number of Blade Server cache engines in the VDS TC installation. For example, if you are replacing a 
cache engine in a VDS TC solution that has 16 cache engines, you would enter the command 
./replace_server_keys.sh -servers 16.
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Step 14 Enter the command cd /opt/pang/useful/configure_storages to change to the storage configuration 
script directory.

Step 15 Enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b <no_of_blades> -c 
<the_replaced_CE-ID_number>. For example, to replace CE-2 in a VDS TC Blade Server installation 
that has two cache engines, and one storage enclosure, enter the command ./configure_storages.py -s 1 
-b 2 -c 2.

Note The configure storages script will format the data disks. To configure the storages without formatting the 
disks enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b 
<no_of_blades_in_grid> -c <the_replaced_CE-ID_number> -x.

Step 16 When the warning message about the disk format appears, enter y to continue the storages configuration.

*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Step 17 Follow the on screen instructions. If prompted, enter the password for the root user that was provided by 
Cisco.

Note You may be prompted to enter the password several times.

When the script is finished running, you should see the word “COMPLETE”. After running this script, 
the new VDS TC cache engine will be connected to the storage enclosures.

Step 18 Use SSH to connect to each CE and enter the command iscsiadm -m session to check the connections:

ssh ce-<cache engine number>
iscsiadm -m session

If you are using 1Gb connections to the storage enclosures, your output should be similar to the 
following:

Note The following output will look different if you are using 10Gb connections to the storage enclosures.

ƒÞ 8 * sessions per storage, for example for 1 storage:
tcp: [17] 10.11.14.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [18] 10.11.14.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [19] 10.11.16.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [20] 10.11.16.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [21] 10.11.15.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [22] 10.11.15.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [23] 10.11.17.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [24] 10.11.17.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
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Updating the NetApp Storage Enclosure

Note This process is only for the NetApp storage enclosure. If your system uses an IBM storage enclosure, 
refer to the Updating the IBM Storage Enclosure section.

After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the NetApp storage enclosure for the new cache engine. Follow this 
procedure to perform this task:

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 4-27 VNC Viewer

Step 3 From the VNC console window, enter the command cd /opt/SMgr/client to change folders.

Step 4 Enter the command ./SMclient to start the SANtricity ™ ES Storage Manager software.

Note You must perform the following steps on all of the storage subsystems.

Step 5 Right-click the storage subsystem that you are configuring and choose Manage Storage Array. Click 
No in any pop-up windows that appear.
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Figure 4-28 SANtricity Storage Manager

Step 6 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 7 In the navigation pane on the left, expand the Host Group folder. 

Step 8 Right-click the cache engine that was replaced, for example Host CE-1, and choose Manage Host Port 
Identifiers from the pop-up menu.
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Figure 4-29 Manage Host Port Identifiers

Step 9 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the old iqn is selected and click Replace.

Figure 4-30 Replace IQN

Step 10 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.
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• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 11 Click Replace.

Figure 4-31 Replace Host Port Identifier

Step 12 From the Manage Host Port Identifiers window, click Close.

Step 13 Repeat Step 5 through Step 12 on any remaining storage subsystems.

Step 14 Close the Subsystem Management window and exit the SANtricity Storage Manager.

Step 15 Close the VNC client.

Updating the IBM Storage Enclosure

Note This process is only for the IBM storage enclosure. If your system uses the NetApp E2724 storage 
enclosure, refer to the Updating the NetApp Storage Enclosure section.

After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the IBM storage enclosure for the new cache engine. Follow this 
procedure to perform this task:

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)
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b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 4-32 VNC Viewer

Step 3 From the VNC console window, enter the command /opt/IBM_DS/client/SMclient to start the IBM 
Storage Manager.

Note You must perform the following steps on all of the storage subsystems.

Step 4 Right-click the storage subsystem that you are configuring and choose Manage Storage Subsystem. 
Click No in any pop-up windows that appear.

Figure 4-33 IBM DS Storage Manager

Step 5 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 6 In the navigation pane on the left expand the Host Group folder. 
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Step 7 Right-click the cache engine that was replaced, for example Host CE-2, and choose Manage Host Port 
Identifiers from the pop-up menu.

Figure 4-34 Manage Host Port Identifiers

Step 8 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the iqn is selected and click Replace.

Figure 4-35 Replace IQN

Step 9 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.
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• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 10 Click Replace.

Figure 4-36 Replace Host Port Identifier

Step 11 From the Manage Host Port Identifiers window, click Close.

Step 12 Repeat Step 4 through Step 11 on any remaining storage subsystems.

Step 13 Close the Subsystem Management window and exit the IBM Storage Manager.

Step 14 Close the VNC client.

Finishing the Cache Engine Replacement
Follow this procedure to finish configuring and installing the new cache engine:

Note You will be re-running the storage script that you ran in the Updating the SSH Keys and Connecting the 
Cache Engine to the Storage Enclosure section.

Note You must be logged in with root permissions to perform the following steps.

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the command cd 
/opt/pang/useful/configure_storages to change to the storage configuration script directory.
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Step 2 Enter the command ./configure_storages.py -s no_of_storage_enclosures -b no_of_blades -c 
the_replaced_CE-ID_number. For example, to replace CE-2 in a VDS TC Blade Server installation that 
has two cache engines, and one storage enclosure, enter the command ./configure_storages.py -s 1 -b 
2 -c 2.

Step 3 When the warning message about the disk format appears, enter y to continue the storages configuration.

*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Step 4 Follow the on screen instructions. If prompted, enter the password for the root user that was provided by 
Cisco. You should see the word “COMPLETE” when the script is finished running.

Note You may be prompted to enter the password several times.

Note Ensure that the VDS TC image upgrade file and the new VDS TC license that you received from Cisco 
are located on the VDS TC management server in the /tftpboot folder before performing these steps.

Step 5 Enter the command su admin to log into the VDS TC CLI. The CLI prompt console> appears.

Step 6 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 7 Upgrade the software on the new cache engine by entering the command upgrade server CE_number 
127.0.0.1 VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz, where CE_number is the cache engine you 
replaced. 

Step 8 To import the new license that includes the serial number of the new cache engine, enter the command 
license import 127.0.0.1 filename, where filename is the name of the new license file.

Note You must be in Enable mode, not Configuration mode to import a new license.

Step 9 Enter the command license activate to apply and activate the license.

Step 10 To start the application on the replaced cache engine, enter the command oper server #, where # is the 
number of the cache engine that was replaced. For example, if you replaced CE-2, enter the command 
oper server 2. You should see the following output:

console# oper server 2
oper server 2# start
Starting server 2
service is started on server 2

Step 11 After the application has started on the new cache engine, enter the command oper service start to start 
the VDS TC service.

Step 12 Wait a few minutes and then enter the command show status. Do not proceed to the next step until you 
see a Device Status of “Started.” For example:

console# show status
Operational state Device state Administrative state
enabled started unlocked

Step 13 On the PBR routers, start redirecting traffic to the VDS TC solution.
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C H A P T E R 5

Cache Engine Replacement Procedure for a 5.7.3 
Blade Server Installation Upgraded from Release 
5.2.1

Note Only use this chapter if you are replacing a Cache Engine in a VDS TC Blade Server system that was 
upgraded to VDS TC 5.7.3 from VDS TC 5.2.1. If you are replacing a Cache Engine in a VDS TC Blade 
Server system that has a fresh install of VDS TC 5.7.3 and was not upgraded to 5.7.3, refer to Chapter 4, 
“Cache Engine Replacement Procedure for a Blade Server Installation with a Fresh Install of VDS TC 
5.7.3”. If you are replacing a Cache Engine in a VDS TC Blade Server system that was upgraded to VDS 
TC 5.7.3 from VDS TC 5.6.1, refer to Chapter 6, “Cache Engine Replacement Procedure for a 5.7.3 
Blade Server Installation Upgraded from Release 5.6.1”.

To determine whether the system has been upgraded and from what version, from the Management 
Server enter the command grep "upgrade system to" /var/log/peerapp/peerapp_system*. This will 
display a list of all previous versions.

This chapter discusses how to determine that a cache engine has failed in a VDS TC Blade Server 
installation and the steps that are required to replace it.

When a cache engine fails, the volume_selection_algorithm_time setting in the cluster_conf.xml file 
controls when the volumes of a failed cache engine will be redistributed (mounted) to the remaining 
cache engines. By default this value is 24 hours, which means that by default, if a cache engine fails, its 
volumes will not be redistributed (mounted) to the remaining cache engines until 24 hours after the cache 
engine fails. 

It is recommended that you leave the default set to 24 hours, however if you need to change this setting, 
add the following text to the cluster_conf file in the <service> section under the <memory> subsection. 
The seconds parameters is the number of seconds that the system should wait after a cache engine fails 
before its volumes are redistributed (mounted) to the remaining cache engines:

<io>
<volume_selection_algorithm_time>seconds</volume_selection_algorithm_time>

</io>

For example, to have the system wait 30 minutes after a cache engine fails before redistributing 
the volumes of the failed cache engine enter the following:
<io>

<volume_selection_algorithm_time>1800</volume_selection_algorithm_time>
</io>
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For more information on how to make changes to the configuration file and how to apply these changes, 
please refer to the Cisco Videoscape Distribution Suite Transparent Caching Software Configuration 
Guide available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_software_config_guide.pdf.

Symptoms of a Failed VDS TC Blade Server Cache Engine
To determine whether a cache engine has failed in a VDS TC Blade Server installation, log into VDS TC 
Manager GUI. By default, the Status > Dashboard window is displayed. If you are already logged into 
VDS TC Manager, choose Status > Dashboard.

If a cache engine has failed it will appear with a gray box surrounding it.

Figure 5-1 Failed Cache Engine
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Obtaining and Uploading the Required Files 

Obtaining Required Files
Before you replace the VDS TC cache engine, you must obtain the following:

• The VDS TC 5.2.0 ISO image file: 
VDS-TC_Installer-5.2.0b123-5.2.0b124-ISO-5.2.0b23-Cisco.iso

• Updated kernel load file for VDS TC 5.2.1: 
linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar. This file is published on 
cisco.com in the same location as the VDS TC 5.2.1 files.

• The VDS TC 5.7.3 ISO image file:
VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso

• The Cisco_network_updater_v_1.8.tgz file: Obtain this file from Cisco. This file should be 
available in the same location as the VDS TC 5.7.3 upgrade image file. This file is needed to 
correctly configure the cache engines for the Active- Active configuration that is supported by VDS 
TC 5.7.3 on a Blade Server installation.

• A new VDS TC license from Cisco: To replace a failed cache engine you must request a new VDS 
TC license from Cisco. To request a new license, you must have the serial number of the failed cache 
engine and the serial number of the new cache engine. After you have gathered this information, 
contact Cisco support for a new license file.

Copying the Files to the VDS TC Management Server 

Procedure

Step 1 Using SFTP software, such as WinSCP, connect to the VDS TC Management Server using the IP address 
that you assigned during the “Configuring the Boot Image” process. Log in using the user name padmin 
and the password that was provided by Cisco.

Step 2 Create the folder /opt/pang/iso. 

Step 3 Copy the VDS TC 5.2.0 ISO file, VDS-TC_Installer-5.2.0b123-5.2.0b124-ISO-5.2.0b23-Cisco.iso, into 
the /opt/pang/iso folder. 

Step 4 Copy the VDS TC 5.7.3 ISO image file, VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso, into the 
/opt/pang/iso folder. 

Note You need the ISO image for both VDS TC 5.2.0 and VDS TC 5.7.3 to complete the Cache Engine 
replacement.

Step 5 Copy the Cisco_network_updater_v_1.8.tgz file to the /tmp folder. 

Step 6 Copy the linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1406831120_rev41398.tar file to the /tmp 
folder.

Step 7 Copy the new VDS TC license that you received from Cisco to the /tftpboot folder.

Step 8 Close the SFTP software.
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Extracting the VDS TC 5.7.3 Files

Step 1 From the SSH connection to the VDS TC management server logged in as root, enter the command 
mkdir /opt/pang/iso/5.7.3_iso to create a new folder for the 5.7.3 files.

Step 2 Enter the command cd /opt/pang/iso to change folders.

Step 3 Enter the command mount VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso -o loop 
/opt/pang/iso/5.7.3_iso to extract the VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz file.

Step 4 Enter the command cd / to change to the root folder and then enter the command 
umount /opt/pang/iso/5.7.3_iso to unmount the iso image.

Step 5 Enter the command rm /opt/pang/iso/VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso to 
delete the iso file.

Step 6 Enter the command cd /opt/pang/iso/5.7.3_iso/install-tools/PeerApp_FI-GA.

Step 7 Enter the command cp VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz /tftpboot.

Replacing a Cache Engine and Running the Installation Tasks
The first step in replacing a cache engine in a VDS TC Blade Server cluster installation is to physically 
replace the cache engine and perform the installation steps on the new cache engine. Follow this 
procedure to perform these steps:

Before You Begin

To replace a failed cache engine you must request a new VDS TC license from Cisco. To request a new 
license, you must have the serial number of the failed cache engine and the serial number of the new 
cache engine. After you have gathered this information, contact Cisco support for a new license file.

Caution Do not continue until you have the license file.

Procedure

Note Before removing the failed cache engine, make note of what number corresponds with the cache engine.

Step 1 Using the Cisco UCS 5108 Server Chassis Installation Guide available at 
http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/hw/chassis-install-guide/ucs5108_install
.html, unmount the failed Blade Server cache engine and mount the new Blade Server cache engine.

Step 2 Confirm that the correct firmware is installed on the Cache Engine for VDS TC 5.7.3:

• Cisco UCS-B200-M3:

– Firmware version: 2.2.5b

– Image file: ucs-k9-bundle-b-series.2.2.5b.B.bin
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Step 3 In the Cisco Videoscape Distribution Suite Transparent Caching Software Blade Server Cluster 
Installation Guide, available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_BladeSrvr_swInstallGuide.pdf, refer to Chapter 1, “Prerequisites and Blade Server Cluster 
Physical Installation” for connecting the network cables to the new cache engine.

Note Complete the following steps for the cache engine that you are replacing.

Step 1 Use VNC to connect from your local computer to the VDS TC Management Server using the IP address 
that you configured, adding :1 to the end, for example 10.56.194.65:1. When prompted to enter a 
password, enter the root password that was provided by Cisco. If you encounter problems opening a 
VNC client connection to the VDS TC Management Server, you may need to restart VNC Server 1 on 
the VDS TC Management Server. Follow these steps to restart this server:

a. From an SSH connection to the VDS TC Management server where you are logged in with root 
permissions, enter the command rm /tmp/.X11-unix/X1.

b. Enter the command vncserver :1 to start the VNC Server.

Figure 5-2 VNC Viewer

Note If you have problems restarting the VNC Server 1 instance, you can also start another VNC Server 
instance by entering the command vncserver :2.

Step 2 From the VNC console, enter the command firefox &.
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Figure 5-3 VNC Console

Step 3 In the Firefox window that opens, enter the Management port IP address for the fabric interconnect. In 
a redundant installation, enter the Cluster (virtual) IP address. 

Step 4 The Cisco UCS Manager window appears. From this window, click Launch KVM Manager. If you 
receive a message that says “To view this page ensure that Adobe Flash Player version 10.0.0 or greater 
is installed.” perform the following steps:

a. Close Firefox

b. From the terminal window, enter the command su –

c. Enter the command pkill -9 firefox

d. Enter the command cd /root

e. Enter the command mv .mozilla .mozilla.bak

f. Enter the command firefox & to restart Firefox.

g. In the Firefox window that opens, enter the Management port IP address for the fabric interconnect. 
In a redundant installation, enter the Cluster (virtual) IP address. 

h. Repeat Step 4.
5-6
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 5      Cache Engine Replacement Procedure for a 5.7.3 Blade Server Installation Upgraded from Release 5.2.1
  Replacing a Cache Engine and Running the Installation Tasks
Figure 5-4 Cisco UCS Manager

Step 5 The UCS - KVM Launch Manager login window appears. Enter the username admin and the password 
that was configured during the initial system setup of the fabric interconnect (the default password is 
password), and then click OK.

Figure 5-5 UCS KVM Launch Manager Login Window

Step 6 The Service Profiles window appears, listing all of the cache engine profiles. From this window, in the 
row for the cache engine you are replacing, in the Launch KVM column click Launch to launch the 
KVM console.
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Figure 5-6 Service Profiles Window

Step 7 Click OK to open the .jnlp file with Java(TM) Web Start Launcher.

Step 8 From the Warning Security window, click Continue.

Step 9 If you receive a window that asks if you want to run this application, click Run.

Step 10 From the KVM Console window, make sure the KVM Console tab is selected and choose Virtual Media 
> Activate Virtual Devices.

Step 11 If you see the Unencrypted Virtual Media Session window, choose Accept this session and click Apply. 

Figure 5-7 Unencrypted Virtual Media Session

Step 12 Choose Virtual Media > Map CD/DVD.
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Figure 5-8 Map CD/DVD

Step 13 In the window that opens, browse to the /opt/pang/iso/ folder to find the ISO installer image for VDS 
TC 5.2.0, VDS-TC_Installer-5.2.0b123-5.2.0b124-ISO-5.2.0b23-Cisco.iso, and click Open.

Figure 5-9 Map Device

Step 14 Check the Read Only check box and click Map Device.

Step 15 Click Reset under the menu bar to reboot the cache engine.
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Figure 5-10 Reset the Cache Engine

Step 16 From the Reset Server Warning window that appears, click OK to reset the server.

Figure 5-11 Reset Server Warning Window

Step 17 From the Reset Server Service window that appears, choose Power Cycle and click OK.

Figure 5-12 Reset Server Service
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Step 18 From the KVM Console window you will see the VDS TC Cache Engine reboot. When you see the 
prompt to press F6 to enter the boot menu, click the KVM Console window to make sure it has focus 
and press F6. The Please Select Boot Device dialog box appears.

Note You may need to press F6 several times to see the Please Select Boot Device dialog box.

Figure 5-13 System Reboot Window

Step 19 Using the up and down arrows, choose Cisco vKVM-Mapped vDVD1.22. The system will reboot from 
the virtual ISO image.

Step 20 When the VDS-TC Installer environment displays in the KVM console window, choose Installer - No 
Serial.
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Figure 5-14 VDS TC Installer Window

Step 21 When the Welcome screen appears, enter Y to continue the installation process.

Figure 5-15 Welcome Screen

Step 22 When the Choose the Appliance Deployment window appears, choose Cache Engine and select OK.
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Figure 5-16 Choose the Appliance Deployment Window

Step 23 When the “Enter Cache Engine Number” dialog box appears, enter the number that corresponds with the 
cache engine that you are replacing.

Figure 5-17 Enter Cache Engine Number

Step 24 Confirm the Cache Engine configuration. If everything is correct, choose Yes. If there is a mistake, 
choose No and repeat Step 20 through Step 23.
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Figure 5-18 Configuration Confirmation

Step 25 From the KVM window you will see the installation begin. You must wait for this installation process 
to complete before you continue.

Note This installation should take about 40 minutes.

Figure 5-19 Cache Engine Installation Process

Step 26 When the installation completes, you must unmap the ISO image file. When the “Installation completed. 
Press <Enter> to reboot.” message appears, press Enter. 
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Figure 5-20 Installation Completed Window

Note Wait for the system to reboot and display the BIOS splash screen, as shown in Figure 5-13 “System 
Reboot Window”, before proceeding to the next step.

Step 27 After the system reboots, from the KVM Console window, choose Virtual Media > Activate Virtual 
Devices to deactivate the virtual devices and unmap the image file.

Figure 5-21 Deactivate Virtual Device

Step 28 From the Close Virtual Media dialog box, click Yes to confirm the unmapping of the image file. This 
unmounts the ISO image.
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Figure 5-22 Close Virtual Media

Step 29 Click Reset under the menu bar to reboot the cache engine.

Figure 5-23 Reset the Cache Engine

Step 30 From the Reset Server Warning window that appears, click OK to reset the server.
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Figure 5-24 Reset Server Warning Window

Step 31 From the Reset Server Service window that appears, choose Power Cycle and click OK.

Figure 5-25 Reset Server Service

Step 32 After the cache engine reboots, from the KVM Console window on the KVM tab, log in using the root 
user and the password that was provided by Cisco.

Step 33 Enter the command cd /opt/pang/utilities/CE/Multipath_Driver

Step 34 Enter the command tar -zxvf rdac-LINUX-09.03.0C05.0652-source.tar.gz

Step 35 Enter the command cd linuxrdac-09.03.0C05.0652

Step 36 Enter the command make clean

Step 37 Enter the command make

Step 38 Enter the command make install

Step 39 If you are prompted about whether the new MPP driver should manage the iSCSI storages, answer yes 
to continue.

Step 40 Enter the command reboot -f to reboot the cache engine.

Step 41 After the cache engine reboots, log back into the KVM console as the root user, using the password that 
was provided by Cisco.

Step 42 To verify that the installation of the multipath driver was successful, enter the command chkconfig mpp. 
If the installation was successful, this command should return the following output:
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mpp on

Step 43 From the KVM console connection to the Cache Engine, enter the following commands to temporarily 
update the network interface:

a. vconfig add eth0 50

b. ifconfig eth0 10.11.12.X/24
where X is the number of the cache engine that you are replacing plus 1. For example, if you are 
replacing cache engine 3, you would enter ifconfig eth0 10.11.12.4/24.

Note Please pay close attention to the IP address that you are assigning. If it is not entered correctly, it can 
cause a problem replacing the cache engine.

Step 44 From the KVM console connection to the Cache Engine, ping the IP address of the management server. 
If this ping fails, repeat Step 43. If it fails again, contact your Cisco Support Engineer.

Updating the SSH Keys and Connecting the Cache Engine to the 
Storage Enclosure

After completing the “Running the Post Installation Scripts” section in the “Cache Engine Servers 
Installation” chapter, you must update the grid SSH keys on the VDS TC management server and 
configure the new cache engine to connect to the storage enclosure. All of these steps are performed on 
the VDS TC management server.

Follow this procedure to perform these steps on the VDS TC management server:

Note The following steps are performed on the VDS TC management server.

Procedure

Step 1 On the PBR routers, stop redirecting traffic to the VDS TC solution.

Step 2 Close any open VDS TC Manager windows and ensure that no other administrators are connected to the 
VDS TC Manager before proceeding.

Step 3 Using SSH software, such as Putty, open an SSH connection to the IP address of the VDS TC 
management server.

Step 4 Log into the system using the username padmin and the password provided by Cisco.

Step 5 Enter the command su admin to log into the CLI of the VDS TC management server. The default 
password is the serial number of the VDS TC management server.

Step 6 From the VDS TC prompt, enter the enable command. When prompted, enter the Enable mode password and 
press Enter. You are now logged into Enable mode and the Enable prompt, console#, should appear.

Step 7 From the Enable mode prompt, enter the command oper service stop to stop the caching service.

Step 8 Wait a few minutes and then enter the command show status. Check to see if the Device State shows 
“stopped.” For example:

console# show status
Operational state Device state Administrative state 
disabledstoppedunlocked
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Caution Do not proceed to the next step until the Device State shows “stopped.” You may need to repeat the show 
status command several times before you see this status. Wait several minutes between executions of the 
show status command.

Step 9 Enter the exit command to exit Enabled mode.

Step 10 Enter the exit command to exit the VDS TC CLI.

Step 11 Enter the command su root to change to the root user. Enter the password for the root user when prompted. 
This password is provided by Cisco.

Step 12 Enter the command cd /opt/pang/useful/.

Step 13 To reset the SSH keys, enter the command ./replace_server_keys.sh -servers #, where # is the total 
number of Blade Server cache engines in the VDS TC installation. For example, if you are replacing a 
cache engine in a VDS TC solution that has 16 cache engines, you would enter the command 
./replace_server_keys.sh -servers 16.

Step 14 Enter the command cd /opt/pang/useful/configure_storages to change to the storage configuration 
script directory.

Step 15 Enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b <no_of_blades> -c 
<the_replaced_CE-ID_number>. For example, to replace CE-2 in a VDS TC Blade Server installation 
that has two cache engines, and one storage enclosure, enter the command ./configure_storages.py -s 1 
-b 2 -c 2.

Note The configure storages script will format the data disks. To configure the storages without formatting the 
disks enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b 
<no_of_blades_in_grid> -c <the_replaced_CE-ID_number> -x.

Step 16 When the warning message about the disk format appears, enter y to continue the storages configuration.

*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Step 17 Follow the on screen instructions. If prompted, enter the password for the root user that was provided by 
Cisco.

Note You may be prompted to enter the password several times.

When the script is finished running, you should see the word “COMPLETE”. After running this script, 
the new VDS TC cache engine will be connected to the storage enclosures.

Step 18 Use SSH to connect to each CE and enter the command iscsiadm -m session to check the connections:

ssh ce-<cache engine number>
iscsiadm -m session

If you are using 1Gb connections to the storage enclosures, your output should be similar to the 
following:

Note The following output will look different if you are using 10Gb connections to the storage enclosures.
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ƒÞ 8 * sessions per storage, for example for 1 storage:
tcp: [17] 10.11.14.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [18] 10.11.14.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [19] 10.11.16.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [20] 10.11.16.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [21] 10.11.15.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [22] 10.11.15.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [23] 10.11.17.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [24] 10.11.17.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a

Upload Network Updater File to the Cache Engine

Step 1 Using SSH software, such as Putty, open an SSH connection to the management IP address of the VDS 
TC management server.

Step 2 Log into the system using the username padmin and the password that was provided by Cisco.

Step 3 Enter the command su root and enter the password that was provided by Cisco for the root account.

Step 4 Enter the command cd /tmp.

Step 5 Enter the command ls Cisco_network_updater_v_1.8.tgz to confirm that the 
Cisco_network_updater_v_1.8.tgz file is in the tftpboot folder. If it is not, refer to the Copying the Files 
to the VDS TC Management Server section to upload the file.

Step 6 Enter the command scp Cisco_network_updater_v_1.8.tgz ce-#:/tmp where # is the number of the 
cache engine that you are replacing. For example, if you are replacing CE-3, enter the command scp 
Cisco_network_updater_v_1.8.tgz ce-3:/tmp

Update the Kernel

Step 1 From an SSH connection to the VDS TC server, log in as root with the password provided by Cisco and 
enter the command cd /tmp. 

Step 2 To copy the updated kernel installation package file to the new cache engine, enter the command scp 
linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar root@ce-#:/tmp, where # is 
the number of the cache engine that you replaced. For example, if you replaced cache engine 1, enter the 
following:

scp linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar root@ce-1:/tmp

Step 3 From the VDS TC management server, enter the command ssh ce-X, where X is the number of the cache 
engine that you replaced. For example, if you replaced CE-3, enter ssh ce-3.

Step 4 Enter the command cd /tmp to change to the /tmp folder.

Step 5 Enter the command tar -xvf linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar to 
extract the kernel files.
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Step 6 Enter the command cd linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783 to change to the new 
folder that was created when extracting the files in Step 5.

Step 7 Enter the command ./linux-2.6.27.19-5-llpf_10--INSTALL_PHASE-1.sh to run the first phase of the 
kernel installation.

Step 8 Each time you see the following prompt, press Enter:

Press [Enter] key...

Note You will see this prompt several times.

Step 9 When you see the following prompt, press Enter. This will cause the system to reboot for the first time. 
When the system reboots, the SSH connection to the VDS TC server will close.

Going to REBOOT, Press [Enter] key...

Step 10 After the cache engine reboots, from the VDS TC management server, enter the command ssh ce-X to 
reconnect to the cache engine, where X is the number of the cache engine to which are reconnecting.

Step 11 Enter the command cd /tmp.

Step 12 Enter the command cd linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783.

Step 13 Enter the command ./linux-2.6.27.19-5-llpf_10--INSTALL_PHASE-2_Cisco.sh to run the second 
phase of the kernel installation.

Step 14 Each time you see the following prompt, press Enter:

Press [Enter] key...

Step 15 When you see the following prompt, press Enter. This will cause the system to reboot. When the system 
reboots, the SSH connection to the VDS TC server will close.

Going to REBOOT, Press [Enter] key...

Step 16 After the cache engine reboots, from the VDS TC management server, enter the command ssh ce-X to 
reconnect to the cache engine, where X is the number of the cache engine to which are reconnecting.

Step 17 To confirm the kernel update, enter the command uname –a and verify that the date Tue Aug 19 16:27:56 
GMT 2014 appears in the output, as shown in the following example.

Linux ce-1 2.6.27.19-llpf_10-5-default #26 SMP Tue Aug 19 16:27:56 GMT 2014 x86_64 x86_64 
x86_64 GNU/Linux

Step 18 Enter logout to close the SSH connection to the cache engine.

Updating the NetApp Storage Enclosure

Note This process is only for the NetApp storage enclosure. If your system uses an IBM storage enclosure, 
refer to the Updating the IBM Storage Enclosure section.

After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the NetApp storage enclosure for the new cache engine. Follow this 
procedure to perform this task:
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Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 5-26 VNC Viewer

Step 3 From the VNC console window, enter the command cd /opt/SMgr/client to change folders.

Step 4 Enter the command ./SMclient to start the SANtricity ™ ES Storage Manager software.

Note You must perform the following steps on all of the storage subsystems.

Step 5 Right-click the storage subsystem that you are configuring and choose Manage Storage Array. Click 
No in any pop-up windows that appear.
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Figure 5-27 SANtricity Storage Manager

Step 6 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 7 In the navigation pane on the left, expand the Host Group folder. 

Step 8 Right-click the cache engine that was replaced, for example Host CE-1, and choose Manage Host Port 
Identifiers from the pop-up menu.
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Figure 5-28 Manage Host Port Identifiers

Step 9 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the old iqn is selected and click Replace.

Figure 5-29 Replace IQN

Step 10 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.
5-24
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 5      Cache Engine Replacement Procedure for a 5.7.3 Blade Server Installation Upgraded from Release 5.2.1
  Updating the IBM Storage Enclosure
• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 11 Click Replace.

Figure 5-30 Replace Host Port Identifier

Step 12 From the Manage Host Port Identifiers window, click Close.

Step 13 Repeat Step 5 through Step 12 on any remaining storage subsystems.

Note Do not continue until you have completed Step 13.

Step 14 Close the Subsystem Management window and exit the SANtricity Storage Manager.

Step 15 Close the VNC client.

Updating the IBM Storage Enclosure

Note This process is only for the IBM storage enclosure. If your system uses the NetApp E2724 storage 
enclosure, refer to the Updating the NetApp Storage Enclosure section.

After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the IBM storage enclosure for the new cache engine. Follow this 
procedure to perform this task:
5-25
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 5      Cache Engine Replacement Procedure for a 5.7.3 Blade Server Installation Upgraded from Release 5.2.1
  Updating the IBM Storage Enclosure
Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 5-31 VNC Viewer

Step 3 From the VNC console window, enter the command /opt/IBM_DS/client/SMclient to start the IBM 
Storage Manager.

Note You must perform the following steps on all of the storage subsystems.

Step 4 Right-click the storage subsystem that you are configuring and choose Manage Storage Subsystem. 
Click No in any pop-up windows that appear.
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Figure 5-32 IBM DS Storage Manager

Step 5 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 6 In the navigation pane on the left expand the Host Group folder. 

Step 7 Right-click the cache engine that was replaced, for example Host CE-2, and choose Manage Host Port 
Identifiers from the pop-up menu.

Figure 5-33 Manage Host Port Identifiers
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Step 8 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the iqn is selected and click Replace.

Figure 5-34 Replace IQN

Step 9 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.

• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 10 Click Replace.
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Figure 5-35 Replace Host Port Identifier

Step 11 From the Manage Host Port Identifiers window, click Close.

Step 12 Repeat Step 4 through Step 11 on any remaining storage subsystems.

Note Do not continue until you have completed Step 12.

Step 13 Close the Subsystem Management window and exit the IBM Storage Manager.

Step 14 Close the VNC client.

Finishing the Cache Engine Replacement
Follow this procedure to finish configuring and installing the new cache engine:

Note You will be re-running the storage script that you ran in the Updating the SSH Keys and Connecting the 
Cache Engine to the Storage Enclosure section.

Note You must be logged in with root permissions to perform the following steps.

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the command cd 
/opt/pang/useful/configure_storages to change to the storage configuration script directory.
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Step 2 Enter the command ./configure_storages.py -s no_of_storage_enclosures -b no_of_blades -c 
the_replaced_CE-ID_number. For example, to replace CE-2 in a VDS TC Blade Server installation that 
has two cache engines, and one storage enclosure, enter the command ./configure_storages.py -s 1 -b 
2 -c 2.

Step 3 When the warning message about the disk format appears, enter y to continue the storages configuration.

*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Step 4 Follow the on screen instructions. If prompted, enter the password for the root user that was provided by 
Cisco. You should see the word “COMPLETE” when the script is finished running.

Note You may be prompted to enter the password several times.

Note Ensure that the VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz file and the new VDS TC license that you 
received from Cisco are located on the VDS TC management server in the /tftpboot folder before 
performing these steps.

Step 5 Enter the command su admin to log into the VDS TC CLI. The CLI prompt console> appears.

Step 6 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 7 Upgrade the software on the new cache engine by entering the command upgrade server CE_number 
127.0.0.1 VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz, where CE_number is the cache engine you 
replaced.

Step 8 Use VNC to connect from your local computer to the VDS TC Management Server using the IP address 
that you configured, adding :1 to the end, for example 10.56.194.65:1. When prompted to enter a 
password, enter the root password that was provided by Cisco. If you encounter problems opening a 
VNC client connection to the VDS TC Management Server, you may need to restart VNC Server 1 on 
the VDS TC Management Server. Follow these steps to restart this server:

a. From an SSH connection to the VDS TC Management server where you are logged in with root 
permissions, enter the command rm /tmp/.X11-unix/X1.

b. Enter the command vncserver :1 to start the VNC Server.

Figure 5-36 VNC Viewer
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Note If you have problems restarting the VNC Server 1 instance, you can also start another VNC Server 
instance by entering the command vncserver :2.

Step 9 From the VNC console terminal window, enter the command java -version to check the current version 
of java. If the version is not 1.8.0_66 or later, perform the following steps to download and install the 
latest version of java:

a. Log out of any sessions that you have open to the UCS Manager.

b. Go to www.oracle.com to download the most current version of java. From the main page that 
appears, click Downloads. From the Top Downloads section, click Java SE. From the window that 
appears, in the Java section, click Java SE. From the Java SE Downloads page, click the JRE 
Download button. From the Java SE Runtime Environments page, click the Accept License 
Agreement radio button and download the most current Linux X64 version with the extension of 
tar.gz.

c. Using SFTP software, such as WinSCP, connect to the VDS TC Management Server and copy the 
file that you downloaded in Step a to the /tftpboot folder.

d. Enter the command /opt/pang/useful/update_java.sh /tftpboot/filename where filename is the 
name of the file you copied to the /tftpboot folder in Step b. For example:

/opt/pang/useful/update_java.sh /tftpboot/jre-8u72-linux-x64.gz

e. Enter the command java -version to confirm that the java version has been updated. For example:

mg-1: # java -version
java version "1.8.0_72"
Java(TM) SE Runtime Environment (build 1.8.0_72-b17)
Java HotSpot(TM) 64-Bit Server VM (build 25.72-b17, mixed mode)

Step 10 From the VNC console, enter the command firefox &.
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Figure 5-37 VNC Console

Step 11 In the Firefox window that opens, enter the Management port IP address for the fabric interconnect. In 
a redundant installation, enter the Cluster (virtual) IP address. 

Step 12 The Cisco UCS Manager window appears. From this window, click Launch KVM Manager. If you 
receive a message that says “To view this page ensure that Adobe Flash Player version 10.0.0 or greater 
is installed.” perform the following steps:

a. Close Firefox.

b. From the terminal window, enter the command su –

c. Enter the command pkill -9 firefox

d. Enter the command cd /root

e. Enter the command mv .mozilla .mozilla.bak

f. Enter the command firefox & to restart Firefox.

g. In the Firefox window that opens, enter the Management port IP address for the fabric interconnect. 
In a redundant installation, enter the Cluster (virtual) IP address. 

h. Repeat Step 12.
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Figure 5-38 Cisco UCS Manager

Step 13 The UCS - KVM Launch Manager login window appears. Enter the username admin and the password 
that was configured during the initial system setup of the fabric interconnect (the default password is 
password), and then click OK. The UCS - KVM Launch Manager window appears. 

Step 14 Perform the following steps to configure the new network settings on the cache engine that you replaced:

a. From the KVM Launch Manager window in the Launch KVM column, click the Launch button for 
CE-X where X is the number of the cache engine that you replaced. When prompted, log in as root 
with the password that was provided by Cisco.

b. Enter the command cd /tmp. 

c. Enter the command tar –zxvf Cisco_network_updater_v_1.8.tgz to extract the package files.

d. Enter the command cd Cisco_Network_Updater. 

e. Enter the command ./update_network_settings.sh.

f. From the Welcome window, choose Yes, and press Enter.

Figure 5-39 Welcome Window

g. From the Appliance Deployment window, choose Cache Engine, choose OK, and then press Enter.
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Figure 5-40 Appliance Deployment Window

h. In the Enter Cache Engine Number window, enter the number of the Cache Engine that you replaced, 
choose OK, and then press Enter. For example, if you are configuring the first cache engine, enter 1.

Figure 5-41 Cache Engine Window

i. From the Active-Active Fabric Interconnect window, choose Yes and press Enter.

Figure 5-42 Active-Active Fabric Interconnect Window

j. From the Confirm Configuration window, confirm the Cache Engine configuration. If everything is 
correct, choose Yes and press Enter. If there is a mistake, choose No and repeat Step f through Step 
i.

k. Enter the command reboot -f to reboot the cache engine. This will close your SSH connection to the 
cache engine.

Step 15 To import the new license that includes the serial number of the new cache engine, enter the command 
license import 127.0.0.1 filename, where filename is the name of the new license file.
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Note You must be in Enable mode, not Configuration mode to import a new license.

Step 16 Enter the command license activate to apply and activate the license.

Step 17 To start the application on the replaced cache engine, enter the command oper server #, where # is the 
number of the cache engine that was replaced. For example, if you replaced CE-2, enter the command 
oper server 2. You should see the following output:

console# oper server 2
oper server 2# start
Starting server 2
service is started on server 2

Step 18 After the application has started on the new cache engine, enter the command oper service start to start 
the VDS TC service.

Step 19 Wait a few minutes and then enter the command show status. Do not proceed to the next step until you 
see a Device Status of “Started.” For example:

console# show status
Operational state Device state Administrative state
enabled started unlocked

Step 20 On the PBR routers, start redirecting traffic to the VDS TC solution.
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C H A P T E R 6

Cache Engine Replacement Procedure for a 5.7.3 
Blade Server Installation Upgraded from Release 
5.6.1

Note Only use this chapter if you are replacing a Cache Engine in a VDS TC Blade Server system that was 
upgraded to VDS TC 5.7.3 from VDS TC 5.6.1. If you are replacing a Cache Engine in a VDS TC Blade 
Server system that has a fresh install of VDS TC 5.7.3 and was not upgraded to 5.7.3, refer to Chapter 4, 
“Cache Engine Replacement Procedure for a Blade Server Installation with a Fresh Install of VDS TC 
5.7.3”. If you are replacing a Cache Engine in a VDS TC Blade Server system that was upgraded to VDS 
TC 5.7.3 from VDS TC 5.2.1, refer to Chapter 5, “Cache Engine Replacement Procedure for a 5.7.3 
Blade Server Installation Upgraded from Release 5.2.1”.

To determine whether the system has been upgraded and from what version, from the Management 
Server enter the command grep "upgrade system to" /var/log/peerapp/peerapp_system*. This will 
display a list of all previous versions.

This chapter discusses how to determine that a cache engine has failed in a VDS TC Blade Server 
installation and the steps that are required to replace it.

When a cache engine fails, the volume_selection_algorithm_time setting in the cluster_conf.xml file 
controls when the volumes of a failed cache engine will be redistributed (mounted) to the remaining 
cache engines. By default this value is 24 hours, which means that by default, if a cache engine fails, its 
volumes will not be redistributed (mounted) to the remaining cache engines until 24 hours after the cache 
engine fails. 

It is recommended that you leave the default set to 24 hours, however if you need to change this setting, 
add the following text to the cluster_conf file in the <service> section under the <memory> subsection. 
The seconds parameters is the number of seconds that the system should wait after a cache engine fails 
before its volumes are redistributed (mounted) to the remaining cache engines:

<io>
<volume_selection_algorithm_time>seconds</volume_selection_algorithm_time>

</io>

For example, to have the system wait 30 minutes after a cache engine fails before redistributing 
the volumes of the failed cache engine enter the following:
<io>

<volume_selection_algorithm_time>1800</volume_selection_algorithm_time>
</io>
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For more information on how to make changes to the configuration file and how to apply these changes, 
please refer to the Cisco Videoscape Distribution Suite Transparent Caching Software Configuration 
Guide available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_software_config_guide.pdf.

Symptoms of a Failed VDS TC Blade Server Cache Engine
To determine whether a cache engine has failed in a VDS TC Blade Server installation, log into VDS TC 
Manager GUI. By default, the Status > Dashboard window is displayed. If you are already logged into 
VDS TC Manager, choose Status > Dashboard.

If a cache engine has failed it will appear with a gray box surrounding it.

Figure 6-1 Failed Cache Engine
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Obtaining and Uploading the Required Files 

Obtaining Required Files
Before you replace the VDS TC cache engine, you must obtain the following:

• The VDS TC 5.6.1 ISO image file:
VDS-TC_Installer_5.6.1b57-5.6.1b58-ISO-15-Cisco.iso

• The VDS TC 5.7.3 ISO image file:
VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso

• A new VDS TC license from Cisco: To replace a failed cache engine you must request a new VDS 
TC license from Cisco. To request a new license, you must have the serial number of the failed cache 
engine and the serial number of the new cache engine. After you have gathered this information, 
contact Cisco support for a new license file.

Copying the Files to the VDS TC Management Server 

Procedure

Step 1 Using SFTP software, such as WinSCP, connect to the VDS TC Management Server using the IP address 
that you assigned during the “Configuring the Boot Image” process. Log in using the user name padmin 
and the password that was provided by Cisco.

Step 2 Enter the command cd /opt/pang/iso to change to the /opt/pang/iso folder. 

Step 3 Copy the VDS TC 5.6.1 ISO file, VDS-TC_Installer_5.6.1b57-5.6.1b58-ISO-15-Cisco.iso, into the 
/opt/pang/iso folder. 

Step 4 Copy the VDS TC 5.7.3 ISO image file, VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso, into the 
/opt/pang/iso folder. 

Note You need the ISO image for both VDS TC 5.6.1 and VDS TC 5.7.3 to complete the Cache Engine 
replacement.

Step 5 Copy the new VDS TC license that you received from Cisco to the /tftpboot folder.

Step 6 Close the SFTP software.

Extracting the VDS TC 5.7.3 Files

Step 1 From the SSH connection to the VDS TC management server logged in as root, enter the command 
mkdir /opt/pang/iso/5.7.3_iso to create a new folder for the 5.7.3 files.

Step 2 Enter the command cd /opt/pang/iso to change folders.

Step 3 Enter the command mount VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso -o loop 
/opt/pang/iso/5.7.3_iso to extract the VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz file.

Step 4 Enter the command cd / to change to the root folder and then enter the command 
umount /opt/pang/iso/5.7.3_iso to unmount the iso image.
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Step 5 Enter the command rm /opt/pang/iso/VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso to 
delete the iso file.

Step 6 Enter the command cd /opt/pang/iso/5.7.3_iso/install-tools/PeerApp_FI-GA.

Step 7 Enter the command cp VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz /tftpboot.

Replacing a Cache Engine and Running the Installation Tasks
The first step in replacing a cache engine in a VDS TC Blade Server cluster installation is to physically 
replace the cache engine and perform the installation steps on the new cache engine. Follow this 
procedure to perform these steps:

Before You Begin

To replace a failed cache engine you must request a new VDS TC license from Cisco. To request a new 
license, you must have the serial number of the failed cache engine and the serial number of the new 
cache engine. After you have gathered this information, contact Cisco support for a new license file.

Caution Do not continue until you have the license file.

Procedure

Note Before removing the failed cache engine, make note of what number corresponds with the cache engine.

Step 1 Using the Cisco UCS 5108 Server Chassis Installation Guide available at 
http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/hw/chassis-install-guide/ucs5108_install
.html, unmount the failed Blade Server cache engine and mount the new Blade Server cache engine.

Step 2 Confirm that the correct firmware is installed on the Cache Engine for VDS TC 5.7.3:

• Cisco UCS-B200-M3:

– Firmware version: 2.2.5b

– Image file: ucs-k9-bundle-b-series.2.2.5b.B.bin

Step 3 In the Cisco Videoscape Distribution Suite Transparent Caching Software Blade Server Cluster 
Installation Guide, available at 
http://www.cisco.com/c/dam/en/us/td/docs/video/videoscape/distribution_suite/vds/v5_7_3/VDS-TC_
5_7_3_BladeSrvr_swInstallGuide.pdf, refer to Chapter 1, “Prerequisites and Blade Server Cluster 
Physical Installation” for connecting the network cables to the new cache engine.

Note Complete the following steps for the cache engine that you are replacing.
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Step 1 Use VNC to connect from your local computer to the VDS TC Management Server using the IP address 
that you configured, adding :1 to the end, for example 10.56.194.65:1. When prompted to enter a 
password, enter the root password that was provided by Cisco. If you encounter problems opening a 
VNC client connection to the VDS TC Management Server, you may need to restart VNC Server 1 on 
the VDS TC Management Server. Follow these steps to restart this server:

a. From an SSH connection to the VDS TC Management server where you are logged in with root 
permissions, enter the command rm /tmp/.X11-unix/X1.

b. Enter the command vncserver :1 to start the VNC Server.

Figure 6-2 VNC Viewer

Note If you have problems restarting the VNC Server 1 instance, you can also start another VNC Server 
instance by entering the command vncserver :2.

Step 2 From the VNC console, enter the command firefox &.
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Figure 6-3 VNC Console

Step 3 In the Firefox window that opens, enter the Management port IP address for the fabric interconnect. In 
a redundant installation, enter the Cluster (virtual) IP address. 

Step 4 The Cisco UCS Manager window appears. From this window, click Launch KVM Manager. If you 
receive a message that says “To view this page ensure that Adobe Flash Player version 10.0.0 or greater 
is installed.” perform the following steps:

a. Close Firefox

b. From the terminal window, enter the command su –

c. Enter the command pkill -9 firefox

d. Enter the command cd /root

e. Enter the command mv .mozilla .mozilla.bak

f. Enter the command firefox & to restart Firefox.

g. In the Firefox window that opens, enter the Management port IP address for the fabric interconnect. 
In a redundant installation, enter the Cluster (virtual) IP address. 

h. Repeat Step 4.
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Figure 6-4 Cisco UCS Manager

Step 5 The UCS - KVM Launch Manager login window appears. Enter the username admin and the password 
that was configured during the initial system setup of the fabric interconnect (the default password is 
password), and then click OK.

Figure 6-5 UCS KVM Launch Manager Login Window

Step 6 The Service Profiles window appears, listing all of the cache engine profiles. From this window, in the 
row for the cache engine you are replacing, in the Launch KVM column click Launch to launch the 
KVM console.
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Figure 6-6 Service Profiles Window

Step 7 Click OK to open the .jnlp file with Java(TM) Web Start Launcher.

Step 8 From the Warning Security window, click Continue.

Step 9 If you receive a window that asks if you want to run this application, click Run.

Step 10 From the KVM Console window, make sure the KVM Console tab is selected and choose Virtual Media 
> Activate Virtual Devices.

Step 11 If you see the Unencrypted Virtual Media Session window, choose Accept this session and click Apply. 

Figure 6-7 Unencrypted Virtual Media Session

Step 12 Choose Virtual Media > Map CD/DVD.
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Figure 6-8 Map CD/DVD

Step 13 In the window that opens, browse to the /opt/pang/iso/ folder to find the ISO installer image for VDS 
TC 5.6.1, VDS-TC_Installer_5.6.1b57-5.6.1b58-ISO-15-Cisco.iso, and click Open.

Figure 6-9 Map Device

Step 14 Check the Read Only check box and click Map Device.

Step 15 Click Reset under the menu bar to reboot the cache engine.
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Figure 6-10 Reset the Cache Engine

Step 16 From the Reset Server Warning window that appears, click OK to reset the server.

Figure 6-11 Reset Server Warning Window

Step 17 From the Reset Server Service window that appears, choose Power Cycle and click OK.

Figure 6-12 Reset Server Service
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Step 18 From the KVM Console window you will see the VDS TC Cache Engine reboot. When you see the 
prompt to press F6 to enter the boot menu, click the KVM Console window to make sure it has focus 
and press F6. The Please Select Boot Device dialog box appears.

Note You may need to press F6 several times to see the Please Select Boot Device dialog box.

Figure 6-13 System Reboot Window

Step 19 Using the up and down arrows, choose Cisco vKVM-Mapped vDVD1.22. The system will reboot from 
the virtual ISO image.

Step 20 When the VDS-TC Installer environment displays in the KVM console window, choose Installer - No 
Serial.
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Figure 6-14 VDS TC Installer Window

Step 21 When the Welcome screen appears, enter Y to continue the installation process.

Figure 6-15 Welcome Screen

Step 22 When the Choose the Appliance Deployment window appears, choose Cache Engine and select OK.
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Figure 6-16 Choose the Appliance Deployment Window

Step 23 When the “Enter Cache Engine Number” dialog box appears, enter the number that corresponds with the 
cache engine that you are replacing.

Figure 6-17 Enter Cache Engine Number

Step 24 From the Active-Active Fabric Interconnect dialog box, choose yes.
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Figure 6-18 Active-Active Fabric Interconnect

Step 25 Confirm the Cache Engine configuration. If everything is correct, choose Yes. If there is a mistake, 
choose No and repeat Step 21 through Step 24.

Figure 6-19 Configuration Confirmation

Step 26 From the KVM window you will see the installation begin. You must wait for this installation process 
to complete before you continue.

Note This installation should take about 40 minutes.
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Figure 6-20 Cache Engine Installation Process

Step 27 When the installation completes, you must unmap the ISO image file. When the “Installation completed. 
Press <Enter> to reboot.” message appears, press Enter. 

Figure 6-21 Installation Completed Window

Note Wait for the system to reboot and display the BIOS splash screen, as shown in Figure 6-13 “System 
Reboot Window”, before proceeding to the next step.

Step 28 After the system reboots, from the KVM Console window, choose Virtual Media > Activate Virtual 
Devices to deactivate the virtual devices and unmap the image file.
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Figure 6-22 Deactivate Virtual Device

Step 29 From the Close Virtual Media dialog box, click Yes to confirm the unmapping of the image file. This 
unmounts the ISO image.

Figure 6-23 Close Virtual Media

Step 30 Click Reset under the menu bar to reboot the cache engine.
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Figure 6-24 Reset the Cache Engine

Step 31 From the Reset Server Warning window that appears, click OK to reset the server.

Figure 6-25 Reset Server Warning Window

Step 32 From the Reset Server Service window that appears, choose Power Cycle and click OK.

Figure 6-26 Reset Server Service
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Step 33 After the cache engine reboots, from the KVM Console window on the KVM tab, log in using the root 
user and the password that was provided by Cisco.

Step 34 Enter the command cd /opt/pang/utilities/CE/Multipath_Driver

Step 35 Enter the command tar -zxvf rdac-LINUX-09.03.0C05.0652-source.tar.gz

Step 36 Enter the command cd linuxrdac-09.03.0C05.0652

Step 37 Enter the command make clean

Step 38 Enter the command make

Step 39 Enter the command make install

Step 40 If you are prompted about whether the new MPP driver should manage the iSCSI storages, answer yes 
to continue.

Step 41 Enter the command reboot -f to reboot the cache engine.

Step 42 After the cache engine reboots, log back into the KVM console as the root user, using the password that 
was provided by Cisco.

Step 43 To verify that the installation of the multipath driver was successful, enter the command chkconfig mpp. 
If the installation was successful, this command should return the following output:

mpp on

Step 44 From the KVM console connection to the Cache Engine, enter the following commands to temporarily 
update the network interface:

a. vconfig add eth0 50

b. ifconfig eth0 10.11.12.X/24
where X is the number of the cache engine that you are replacing plus 1. For example, if you are 
replacing cache engine 3, you would enter ifconfig eth0 10.11.12.4/24.

Note Please pay close attention to the IP address that you are assigning. If it is not entered correctly, it can 
cause a problem replacing the cache engine.

Step 45 From the KVM console connection to the Cache Engine, ping the IP address of the management server. 
If this ping fails, repeat Step 44. If it fails again, contact your Cisco Support Engineer.

Updating the SSH Keys and Connecting the Cache Engine to the 
Storage Enclosure

After completing the “Running the Post Installation Scripts” section in the “Cache Engine Servers 
Installation” chapter, you must update the grid SSH keys on the VDS TC management server and 
configure the new cache engine to connect to the storage enclosure. All of these steps are performed on 
the VDS TC management server.

Follow this procedure to perform these steps on the VDS TC management server:

Note The following steps are performed on the VDS TC management server.
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Procedure

Step 1 On the PBR routers, stop redirecting traffic to the VDS TC solution.

Step 2 Close any open VDS TC Manager windows and ensure that no other administrators are connected to the 
VDS TC Manager before proceeding.

Step 3 Using SSH software, such as Putty, open an SSH connection to the IP address of the VDS TC 
management server.

Step 4 Log into the system using the username padmin and the password provided by Cisco.

Step 5 Enter the command su admin to log into the CLI of the VDS TC management server. The default 
password is the serial number of the VDS TC management server.

Step 6 From the VDS TC prompt, enter the enable command. When prompted, enter the Enable mode password and 
press Enter. You are now logged into Enable mode and the Enable prompt, console#, should appear.

Step 7 From the Enable mode prompt, enter the command oper service stop to stop the caching service.

Step 8 Wait a few minutes and then enter the command show status. Check to see if the Device State shows 
“stopped.” For example:

console# show status
Operational state Device state Administrative state 
disabledstoppedunlocked

Caution Do not proceed to the next step until the Device State shows “stopped.” You may need to repeat the show 
status command several times before you see this status. Wait several minutes between executions of the 
show status command.

Step 9 Enter the exit command to exit Enabled mode.

Step 10 Enter the exit command to exit the VDS TC CLI.

Step 11 Enter the command su root to change to the root user. Enter the password for the root user when prompted. 
This password is provided by Cisco.

Step 12 Enter the command cd /opt/pang/useful/.

Step 13 To reset the SSH keys, enter the command ./replace_server_keys.sh -servers #, where # is the total 
number of Blade Server cache engines in the VDS TC installation. For example, if you are replacing a 
cache engine in a VDS TC solution that has 16 cache engines, you would enter the command 
./replace_server_keys.sh -servers 16.

Step 14 Enter the command cd /opt/pang/useful/configure_storages to change to the storage configuration 
script directory.

Step 15 Enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b <no_of_blades> -c 
<the_replaced_CE-ID_number>. For example, to replace CE-2 in a VDS TC Blade Server installation 
that has two cache engines, and one storage enclosure, enter the command ./configure_storages.py -s 1 
-b 2 -c 2.

Note The configure storages script will format the data disks. To configure the storages without formatting the 
disks enter the command ./configure_storages.py -s <no_of_storage_enclosures> -b 
<no_of_blades_in_grid> -c <the_replaced_CE-ID_number> -x.

Step 16 When the warning message about the disk format appears, enter y to continue the storages configuration.
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*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Step 17 Follow the on screen instructions. If prompted, enter the password for the root user that was provided by 
Cisco.

Note You may be prompted to enter the password several times.

When the script is finished running, you should see the word “COMPLETE”. After running this script, 
the new VDS TC cache engine will be connected to the storage enclosures.

Step 18 Use SSH to connect to each CE and enter the command iscsiadm -m session to check the connections:

ssh ce-<cache engine number>
iscsiadm -m session

If you are using 1Gb connections to the storage enclosures, your output should be similar to the 
following:

Note The following output will look different if you are using 10Gb connections to the storage enclosures.

ƒÞ 8 * sessions per storage, for example for 1 storage:
tcp: [17] 10.11.14.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [18] 10.11.14.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [19] 10.11.16.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [20] 10.11.16.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [21] 10.11.15.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [22] 10.11.15.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [23] 10.11.17.101:3260,2 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a
tcp: [24] 10.11.17.100:3260,1 iqn.1992-
01.com.Avago:2365.60080e50002f4e82000000005063c74a

Updating the NetApp Storage Enclosure

Note This process is only for the NetApp storage enclosure. If your system uses an IBM storage enclosure, 
refer to the Updating the IBM Storage Enclosure section.

After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the NetApp storage enclosure for the new cache engine. Follow this 
procedure to perform this task:
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Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 6-27 VNC Viewer

Step 3 From the VNC console window, enter the command cd /opt/SMgr/client to change folders.

Step 4 Enter the command ./SMclient to start the SANtricity ™ ES Storage Manager software.

Note You must perform the following steps on all of the storage subsystems.

Step 5 Right-click the storage subsystem that you are configuring and choose Manage Storage Array. Click 
No in any pop-up windows that appear.
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Figure 6-28 SANtricity Storage Manager

Step 6 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 7 In the navigation pane on the left, expand the Host Group folder. 

Step 8 Right-click the cache engine that was replaced, for example Host CE-1, and choose Manage Host Port 
Identifiers from the pop-up menu.
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Figure 6-29 Manage Host Port Identifiers

Step 9 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the old iqn is selected and click Replace.

Figure 6-30 Replace IQN

Step 10 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.
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• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 11 Click Replace.

Figure 6-31 Replace Host Port Identifier

Step 12 From the Manage Host Port Identifiers window, click Close.

Step 13 Repeat Step 5 through Step 12 on any remaining storage subsystems.

Note Do not continue until you have completed Step 13.

Step 14 Close the Subsystem Management window and exit the SANtricity Storage Manager.

Step 15 Close the VNC client.

Updating the IBM Storage Enclosure

Note This process is only for the IBM storage enclosure. If your system uses the NetApp E2724 storage 
enclosure, refer to the Updating the NetApp Storage Enclosure section.

After you have configured the VDS TC cache engine to connect with the storage enclosure, you must 
update the host port identifiers on the IBM storage enclosure for the new cache engine. Follow this 
procedure to perform this task:
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Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the following commands to start the 
VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 6-32 VNC Viewer

Step 3 From the VNC console window, enter the command /opt/IBM_DS/client/SMclient to start the IBM 
Storage Manager.

Note You must perform the following steps on all of the storage subsystems.

Step 4 Right-click the storage subsystem that you are configuring and choose Manage Storage Subsystem. 
Click No in any pop-up windows that appear.
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Figure 6-33 IBM DS Storage Manager

Step 5 In the Subsystem Management window that appears, click the Host Mappings tab.

Step 6 In the navigation pane on the left expand the Host Group folder. 

Step 7 Right-click the cache engine that was replaced, for example Host CE-2, and choose Manage Host Port 
Identifiers from the pop-up menu.

Figure 6-34 Manage Host Port Identifiers
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Step 8 From the Manage Host Port Identifiers window that appears, in the Host Port Identifier Information 
table, ensure that the iqn is selected and click Replace.

Figure 6-35 Replace IQN

Step 9 From the Replace Host Port Identifier window that appears, configure the following:

• From the Choose a Host Interface Type drop-down list, choose ISCSI.

• Click the Replace by Selecting a Known Unassociated Host Port Identifier radio button.

• From the Known Unassociated Host Port Identifier drop-down list, choose the iqn for the newly 
installed cache engine. (It should be the only one in the list.)

Step 10 Click Replace.
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Figure 6-36 Replace Host Port Identifier

Step 11 From the Manage Host Port Identifiers window, click Close.

Step 12 Repeat Step 4 through Step 11 on any remaining storage subsystems.

Note Do not continue until you have completed Step 12.

Step 13 Close the Subsystem Management window and exit the IBM Storage Manager.

Step 14 Close the VNC client.

Finishing the Cache Engine Replacement
Follow this procedure to finish configuring and installing the new cache engine:

Note You will be re-running the storage script that you ran in the Updating the SSH Keys and Connecting the 
Cache Engine to the Storage Enclosure section.

Note You must be logged in with root permissions to perform the following steps.

Procedure

Step 1 From the SSH connection to the VDS TC management server, enter the command cd 
/opt/pang/useful/configure_storages to change to the storage configuration script directory.
6-28
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 6      Cache Engine Replacement Procedure for a 5.7.3 Blade Server Installation Upgraded from Release 5.6.1
  Finishing the Cache Engine Replacement
Step 2 Enter the command ./configure_storages.py -s no_of_storage_enclosures -b no_of_blades -c 
the_replaced_CE-ID_number. For example, to replace CE-2 in a VDS TC Blade Server installation that 
has two cache engines, and one storage enclosure, enter the command ./configure_storages.py -s 1 -b 
2 -c 2.

Step 3 When the warning message about the disk format appears, enter y to continue the storages configuration.

*********** WARNING! **********
All storages are about to be reconfigured. All data on the data disks will
be lost.
Do you want to continue? (y/n)y

Step 4 Follow the on screen instructions. If prompted, enter the password for the root user that was provided by 
Cisco. You should see the word “COMPLETE” when the script is finished running.

Note You may be prompted to enter the password several times.

Note Ensure that the VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz file and the new VDS TC license that you 
received from Cisco are located on the VDS TC management server in the /tftpboot folder before 
performing these steps.

Step 5 Enter the command su admin to log into the VDS TC CLI. The CLI prompt console> appears.

Step 6 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 7 Upgrade the software on the new cache engine by entering the command upgrade server CE_number 
127.0.0.1 VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz, where CE_number is the cache engine you 
replaced. 

Step 8 To import the new license that includes the serial number of the new cache engine, enter the command 
license import 127.0.0.1 filename, where filename is the name of the new license file.

Note You must be in Enable mode, not Configuration mode to import a new license.

Step 9 Enter the command license activate to apply and activate the license.

Step 10 To start the application on the replaced cache engine, enter the command oper server #, where # is the 
number of the cache engine that was replaced. For example, if you replaced CE-2, enter the command 
oper server 2. You should see the following output:

console# oper server 2
oper server 2# start
Starting server 2
service is started on server 2

Step 11 After the application has started on the new cache engine, enter the command oper service start to start 
the VDS TC service.

Step 12 Wait a few minutes and then enter the command show status. Do not proceed to the next step until you 
see a Device Status of “Started.” For example:

console# show status
Operational state Device state Administrative state
enabled started unlocked

Step 13 On the PBR routers, start redirecting traffic to the VDS TC solution.
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Management Server Replacement Procedure for 
a System with a Fresh Install of VDS TC 5.7.3

Note Only use this chapter if you are replacing a Management Server in a VDS TC system that had a fresh 
install of VDS TC 5.7.3 and was not upgraded to 5.7.3. If you are replacing a Management Server in a 
VDS TC system that was upgraded to VDS TC 5.7.3 from VDS TC 5.2.1, refer to Chapter 8, 
“Management Server Replacement Procedure for a VDS TC 5.7.3 System Upgraded from VDS TC 
5.2.1”. If you are replacing a Management Server in a VDS TC that was upgraded to VDS TC 5.7.3 from 
VDS TC 5.6.1, refer to Chapter 9, “Management Server Replacement Procedure for a VDS TC 5.7.3 
System Upgraded from VDS TC 5.6.1”.

This chapter discusses how to replace a VDS TC management server. It contains the following sections:

• Prerequisites

• Replacing the VDS TC Management Server

• Post Installation

Prerequisites
Before you replace the VDS TC management server, you must obtain the following:

• The VDS TC 5.7.3 ISO image

Note For more information refer to the “Cisco Videoscape Distribution Suite Transparent Caching Software 
C-Series Cluster Installation Guide” or the “Cisco Videoscape Distribution Suite Transparent Caching 
Software Blade Server Cluster Installation Guide”.

Backup Files
Before you perform a VDS TC management server replacement, you need to backup the PALicense.xml 
and cluster_conf.xml files. Follow these steps to backup these files:
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Note Important: The following procedure for backing up files apply only if the VDS TC management server 
is still accessible. If the management server is not accessible, please contact Cisco support for the VDS 
License and cluster_conf.xml files.

Step 1 Using SFTP software, such as WinSCP, connect to the VDS TC management server.

Step 2 Copy the following files to a location other than the VDS TC management server:

• /opt/pang/mgmt/config/PALicense.xml

• /opt/pang/mgmt/config/cluster_conf.xml

Replacing the VDS TC Management Server
Procedure

Step 1 Disconnect the old VDS TC management server and replace it with the new management server. Next, 
connect the new management server to the cache engines. For more information, refer to Chapter 1 
“Prerequisites and C-Series Cluster Physical Installation” in the “Cisco Videoscape Distribution Suite 
Transparent Caching Software C-Series Cluster Installation Guide” for a C-Series Cluster installation, 
and Chapter 1 “Prerequisites and Blade Server Cluster Physical Installation” chapter in the “Cisco 
Videoscape Distribution Suite Transparent Caching Software Blade Server Cluster Installation Guide” 
for a Blade Server cluster installation.

Step 2 Use one of the following chapters in the “Cisco Videoscape Distribution Suite Transparent Caching 
Software C-Series Cluster Installation Guide” or “Cisco Videoscape Distribution Suite Transparent 
Caching Software Blade Server Cluster Installation Guide” to configure the BIOS and operating system 
of the management server and install the ISO image:

• For a VDS TC C-Series cluster installation, follow the steps in Chapter 3“Management Server 
Installation” in the “Cisco Videoscape Distribution Suite Transparent Caching Software C-Series 
Cluster Installation Guide.”

• For a VDS TC Blade Server cluster installation, follow the steps in Chapter 3 “Management Server 
Installation” in the “Cisco Videoscape Distribution Suite Transparent Caching Software Blade 
Server Cluster Installation Guide.”

Note At this point, perform only the steps in Chapter 3 of the VDS TC Installation Guides. Do not configure 
the cache storage or install the VDS TC cluster software until instructed to do so in later steps.

Note When prompted, use the old VDS TC management server Network parameters and address values.

Step 3 Using SSH software, such as Putty, open an SSH connection to the management IP address of the VDS 
TC management server. Log in as a root user.

Step 4 To update the cluster SSH keys, enter the following commands:

• cd /opt/pang/useful/
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• ./replace_server_keys.sh -servers <no_ of_ces>, where no_of_ces is the number of cache engines 
in the cluster. For example, for a cluster installation that has four cache engines, enter the command 
./replace_server_keys.sh -servers 4.

Step 5 Using either the “Cisco Videoscape Distribution Suite Transparent Caching Software C-Series Cluster 
Installation Guide” or the “Cisco Videoscape Distribution Suite Transparent Caching Software Blade 
Server Cluster Installation Guide”, install and configure the Storage Manager using the following 
sections:

• For a VDS TC C-Series cluster installation:

– Perform the steps in the Installing the Storage Manager on the Management Server section of 
Chapter 5 “Configuring the Cache Storage”.

– Perform Step 1 through Step 6 in the Configuring the First Storage Array section of Chapter 
5“Configuring the Cache Storage”. In Step 6, choose Automatic for the method for the addition 
of the storage subsytem.

• For a VDS TC Blade Server cluster installation:

– Perform the steps in the Installing the Storage Manager on the Management Server section of 
Chapter 5 “Configuring the Cache Storage”.

– Perform Step 1 through Step 6 in the Configuring the First Storage Array section of Chapter 5 
“Configuring the Cache Storage”. In Step 6, choose Automatic for the method for the addition 
of the storage subsytem.

Step 6 From the management server, enter the command scp root@ce-1:/etc/hosts /etc/hosts.

Step 7 Obtain a copy of the VDS TC Cluster software package (FI) with the same version number as the Cache 
Engines.

Step 8 From the management server run the following commands:

• cd /tftpboot/

• mkdir Installer_ver5.7.3

• cd Installer_ver5.7.3

Step 9 Back on the management server, enter the command 
../tar -zxvf VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz to extract the files.

Note If you are connected remotely to the management server, use the screen command. This ensures that if 
the session is disconnected during the installation as result of a Management IP set operation, you will 
be able to reconnect and resume the session with the screen -r command.

Step 10 Edit the GA_installer.rc file to set the “UPGRADE CACHE SOFTWARE” parameter to “none” and the 
GRACE_UPGRADE parameter to “yes”. Use the command vi GA_installer.rc to edit this file.

For example in a VDS TC 16 CE solution:

vi GA_installer.rc

#MANAGEMENT_SOFTWARE {no, yes}
MANAGEMENT_SOFTWARE=yes

#UPGRADEL_CACHE_SOFTWARE {all, none, space separated list(ce-1 ce-2 ce-3
ce-4 ce-5 ce-6 ce-7 ce-8 ce-9 ce-10 ce-11 ce-12 ce-13 ce-14 ce-15 ce-16)}
UPGRADEL_CACHE_SOFTWARE=none

UPGRADE_TAR_BALL=<filename>.tar.gz
MANAGEMENT_ENVIRONMENT=yes
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GRACE_UPGRADE=no
FIRST_INSTALL=yes

Step 11 After you are finished editing the GA_installer.rc file, in the vi editor enter :x and press Enter to save 
and exit the file.

Step 12 Next, perform the following steps to run the ./GA_installer.sh script:

a. Enter the command ./GA_installer.sh to run the installation script.

b. At the Enter primary name server IP prompt, enter the IP address of your primary DNS server. Enter 
y to confirm the entry.

Note If a DNS server is unavailable, enter 0.0.0.0 as the IP address of the DNS server to prevent 
system functionality from being negatively affected.

c. At the Enter secondary name server IP prompt, enter the IP address of your secondary DNS server. 
Enter y to confirm the entry.

Note If a secondary DNS server is unavailable, leave this entry blank.

Figure 7-1 Installation Script Dialog

d. The GA Installer script displays a summary of the configuration. Review this configuration. If the 
configuration is correct, press Y to proceed. If the configuration is not correct, press N to exit the 
installation and start over.

e. When asked if you want to change the management IPv4 settings, enter N unless you need to change 
the IP address information that was configured during the original VDS TC Management Server 
installation. If you enter Y, enter information at the following prompts:

• Management IPv4 address ():

• Management IPv4 netmask ():

• Default IPv4 gateway ():

Note To accept the current setting, press Enter.
7-4
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 7      Management Server Replacement Procedure for a System with a Fresh Install of VDS TC 5.7.3
  Post Installation
f. When asked if you want to change the management IPv6 settings, enter N.

Note While the VDS TC software contains the infrastructure to configure IPv6 on the management 
server, this functionality is not currently supported.

Step 13 After the installation script is finished running, enter the command cd /opt/pang/useful to change 
directories.

Step 14 Enter the command ./management_machine_replacement.sh {list_of_ces} where list_of_ces is a list 
of all existing cache engines separated by spaces. For example, if you are replacing the management 
server for a VDS-TS installation with eight cache engines, enter:

./management_machine_replacement.sh ce-1 ce-2 ce-3 ce-4 ce-5 ce-6 ce-7 ce-8

Post Installation

Note This procedure is used to restore the previously backed up files. If the backup files are not available, skip 
Step 1, and proceed to Step 2.

Procedure

Step 1 Using SFTP software, such as WinSCP, connect to the VDS TC management server using the user name 
padmin and the password that was provided by Cisco. 

Step 2 Copy the files that you backed up in the Prerequisites section (PALicense.xml and cluster_conf.xml) to 
the /tftpboot folder on the management server.

Step 3 Log into the CLI of the VDS TC system and enter Enable mode.

Step 4 Enter the command config to switch to Configuration mode.

Step 5 To import the cluster_conf.xml configuration file, enter the command import 127.0.0.1 
cluster_conf.xml.

Step 6 Important! If Step 5 fails, run the following commands from the VDS TC management server:

a. cd /opt/pang/mgmt/bin/pang_rescue

b. Enter the command passwords.

c. Enter the command Exit.

d. Repeat Step 5.

Note If Step 5 fails a second time, contact your Cisco Support Engineer.

Step 7 To apply the imported configuration file, enter the command apply. If the “Service stop required to 
modify NTP related parameters. Stop service ? [y|n]” message appears, enter y. For example:

configuration# apply
applying configuration...
Service stop required to modify NTP related parameters. Stop service ? [y|n] :y

Step 8 Enter the command exit to exit the Configuration mode.
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Installing the License
After importing the configuration file you need to install the license file.

Procedure

Step 1 To import the license file to the system from the VDS TC Enable mode CLI, enter the command license 
import 127.0.0.1 filename, where filename is the license file name. When you enter this command, the 
details of the license will be displayed. Verify the features of the license and the expiration date.

Note You must be in Enable mode, not Configuration mode to import a new license.

Step 2 To activate the imported license, enter the command license activate. Enter Y when prompted to confirm 
the activation.

Step 3 Enter the command oper service start to start the VDS TC service.

Step 4 To confirm that the VDS TC service has successfully started, enter the command show eventlog and look 
for the message “PANG started”.

Note If the post installation steps fail, run the following commands on the VDS TC management server: 

• /opt/pang/mgmt/bin/pang_rescue

• Type: passwords

• Exit

• Repeat the post installation steps.
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Management Server Replacement Procedure for 
a VDS TC 5.7.3 System Upgraded from VDS TC 
5.2.1

Note Only use this chapter if you are replacing a Management Server in a VDS TC system that was upgraded 
to VDS TC 5.7.3 from VDS TC 5.2.1. If you are replacing a Management Server in a VDS TC system 
that had a fresh install of VDS TC 5.7.3 and was not upgraded to 5.7.3, refer to Chapter 7, “Management 
Server Replacement Procedure for a System with a Fresh Install of VDS TC 5.7.3”. If you are replacing 
a Management Server in a VDS TC that was upgraded to VDS TC 5.7.3 from VDS TC 5.6.1, refer to 
Chapter 9, “Management Server Replacement Procedure for a VDS TC 5.7.3 System Upgraded from 
VDS TC 5.6.1”.

To determine whether the system has been upgraded and from what version, from the Management 
Server enter the command grep "upgrade system to" /var/log/peerapp/peerapp_system*. This will 
display a list of all previous versions.

This chapter discusses how to replace a VDS TC management server. It contains the following sections:

• Prerequisites

• Replacing the VDS TC Management Server

• Post Installation

Prerequisites
Before you replace the VDS TC management server, you must obtain the following files:

• The VDS TC 5.2.0 ISO image file: 
VDS-TC_Installer-5.2.0b123-5.2.0b124-ISO-5.2.0b23-Cisco.iso

• The updated kernel load for VDS TC 5.2.1: 
linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar.

• The VDS TC 5.7.3 ISO image file: 
VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso
8-1
 Suite Transparent Caching Troubleshooting Guide



 

Chapter 8      Management Server Replacement Procedure for a VDS TC 5.7.3 System Upgraded from VDS TC 5.2.1
  Replacing the VDS TC Management Server
Note For more information refer to the “Cisco Videoscape Distribution Suite Transparent Caching Software 
C-Series Cluster Installation Guide” or the “Cisco Videoscape Distribution Suite Transparent Caching 
Software Blade Server Cluster Installation Guide”.

Backup Files
Before you perform a VDS TC management server replacement, you need to backup the PALicense.xml 
and cluster_conf.xml files. Follow these steps to backup these files:

Note Important: The following procedure for backing up files apply only if the VDS TC management server 
is still accessible. If the management server is not accessible, please contact Cisco support for the VDS 
License and cluster_conf.xml files.

Step 1 Using SFTP software, such as WinSCP, connect to the VDS TC management server.

Step 2 Copy the following files to a location other than the VDS TC management server:

• /opt/pang/mgmt/config/PALicense.xml

• /opt/pang/mgmt/config/cluster_conf.xml

Replacing the VDS TC Management Server
Procedure

Step 1 Disconnect the old VDS TC management server and replace it with the new management server. Next, 
connect the new management server to the cache engines. For more information, refer to Chapter 1 
“Prerequisites and C-Series Cluster Physical Installation” in the “Cisco Videoscape Distribution Suite 
Transparent Caching Software C-Series Cluster Installation Guide” for a C-Series Cluster installation, 
and Chapter 1 “Prerequisites and Blade Server Cluster Physical Installation” chapter in the “Cisco 
Videoscape Distribution Suite Transparent Caching Software Blade Server Cluster Installation Guide” 
for a Blade Server cluster installation.

Step 2 Confirm that the correct firmware is installed on the Management Server for VDS TC 5.7.3:

• Cisco UCS C220-M3S:

– Firmware version: 2.0(6f)

– Image file: ucs-c220-huu-2.0.6f.iso

• Cisco UCS-C240-M3S:

– Firmware version: 2.0(6f)

– Image file: ucs-c240-huu-2.0.6f.iso

Step 3 Use one of the following chapters in the “Cisco Videoscape Distribution Suite Transparent Caching 
Software C-Series Cluster Installation Guide” or “Cisco Videoscape Distribution Suite Transparent 
Caching Software Blade Server Cluster Installation Guide” to configure the BIOS:
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• For a VDS TC C-Series cluster installation, follow the steps in Chapter 3“Management Server 
Installation” in the “Cisco Videoscape Distribution Suite Transparent Caching Software C-Series 
Cluster Installation Guide” for Release 5.7.3.

• For a VDS TC Blade Server cluster installation, follow the steps in Chapter 3 “Management Server 
Installation” in the “Cisco Videoscape Distribution Suite Transparent Caching Software Blade 
Server Cluster Installation Guide” for Release 5.7.3.

Step 4 Use one of the following chapters in the “Cisco Videoscape Distribution Suite Transparent Caching 
Software C-Series Cluster Installation Guide” or “Cisco Videoscape Distribution Suite Transparent 
Caching Software Blade Server Cluster Installation Guide” to configure the operating system of the 
management server and install the VDS TC 5.2.0 ISO image:

• For a VDS TC C-Series cluster installation, follow the steps in Chapter 3“Management Server 
Installation” in the “Cisco Videoscape Distribution Suite Transparent Caching Software C-Series 
Cluster Installation Guide” for VDS TC Release 5.2.0.

• For a VDS TC Blade Server cluster installation, follow the steps in Chapter 3 “Management Server 
Installation” in the “Cisco Videoscape Distribution Suite Transparent Caching Software Blade 
Server Cluster Installation Guide” for VDS TC Release 5.2.0.

Note Make sure you are using the installation guide for VDS TC Release 5.2.0.

Note At this point, perform only the steps in Chapter 3 of the VDS TC Installation Guides. Do not configure 
the cache storage or install the VDS TC cluster software until instructed to do so in later steps.

Note When prompted, use the old VDS TC management server Network parameters and address values.

Step 5 Using SSH software, such as Putty, open an SSH connection to the management IP address of the VDS 
TC management server. Log in as a root user.

Step 6 To update the cluster SSH keys, enter the following commands:

• cd /opt/pang/useful/

• ./replace_server_keys.sh -servers <no_ of_ces>, where no_of_ces is the number of cache engines 
in the cluster. For example, for a cluster installation that has four cache engines, enter the command 
./replace_server_keys.sh -servers 4.

Step 7 Using either the “Cisco Videoscape Distribution Suite Transparent Caching Software C-Series Cluster 
Installation Guide” or the “Cisco Videoscape Distribution Suite Transparent Caching Software Blade 
Server Cluster Installation Guide”, install and configure the Storage Manager using the following 
sections:

• For a VDS TC C-Series cluster installation:

– Perform the steps in the Installing the Storage Manager on the Management Server section of 
Chapter 5 “Configuring the Cache Storage”.

– Perform Step 1 through Step 6 in the Configuring the First Storage Array section of Chapter 5 
“Configuring the Cache Storage.” In Step 6, choose Automatic for the method for the addition 
of the storage subsytem.

• For a VDS TC Blade Server cluster installation:
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– Perform the steps in the Installing the Storage Manager on the Management Server section of 
Chapter 5 “Configuring the Cache Storage”.

– Perform Step 1 through Step 6 in the Configuring the First Storage Array section of Chapter 5 
“Configuring the Cache Storage.” In Step 6, choose Automatic for the method for the addition 
of the storage subsytem.

Step 8 From the management server enter the command scp root@ce-1:/etc/hosts /etc/hosts

Step 9 Using SFTP software, such as WinSCP, connect to the management IP address that was assigned to the 
VDS TC server. Log in using the user name padmin and the password that was provided by Cisco. Copy 
the updated kernel load file, linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar, to 
the /tmp folder. Close the SFTP software.

Step 10 From the SSH connection to the VDS TC management server logged in as root, enter the command cd 
/tmp.

Step 11 Enter the command tar -xvf linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783-r44244.tar to 
extract the kernel files.

Step 12 Enter the command cd linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783 to change to the new 
folder that was created when extracting the files in Step 11.

Step 13 Enter the command ./linux-2.6.27.19-5-llpf_10--INSTALL_PHASE-1.sh to run the first phase of the 
kernel installation.

Step 14 Each time you see the following prompt, press Enter:

Press [Enter] key...

Note You will see this prompt several times.

Step 15 When you see the following prompt, press Enter. This will cause the system to reboot for the first time. 

Going to REBOOT, Press [Enter] key...

Step 16 After the management server reboots, log in as padmin and enter the command su root. When prompted, 
enter the password that was provided by Cisco.

Step 17 Enter the command cd /tmp.

Step 18 Enter the command cd linux-2.6.27.19-5-llpf_10--KERNEL_LOAD_1414071783.

Step 19 Enter the command ./linux-2.6.27.19-5-llpf_10--INSTALL_PHASE-2_Cisco.sh to run the second 
phase of the kernel installation.

Step 20 Each time you see the following prompt, press Enter:

Press [Enter] key...

Step 21 When you see the following prompt, press Enter. This will cause the system to reboot. 

Going to REBOOT, Press [Enter] key...

Step 22 After the management server reboots, log in as padmin and enter the command su root. When prompted, 
enter the password that was provided by Cisco.

Step 23 To confirm the kernel update, enter the command uname –a and verify that the date Tue Aug 19 16:27:56 
GMT 2014 appears in the output, as shown in the following example.

Linux ce-1 2.6.27.19-llpf_10-5-default #26 SMP Tue Aug 19 16:27:56 GMT 2014 x86_64 x86_64 
x86_64 GNU/Linux
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Step 24 Using SFTP software, such as WinSCP, connect to the management IP address that was assigned to the 
VDS TC server. Log in using the user name padmin and the password that was provided by Cisco. Copy 
the VDS TC 5.7.3 ISO image file, VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso, to the 
/opt/pang/iso folder. Close the SFTP software.

Step 25 From the Management Server logged in as root, perform the following steps to extract the FI file for VDS 
TC 5.7.3:

a. Enter the command mkdir /opt/pang/iso/5.7.3_iso to create a new folder for the 5.7.3 files.

b. Enter the command cd /opt/pang/iso to change folders.

c. Enter the command mount VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso -o loop 
/opt/pang/iso/5.7.3_iso to extract the VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz file.

d. Enter the command cd / to change to the root folder and then enter the command 
umount /opt/pang/iso/5.7.3_iso to unmount the iso image.

e. Enter the command rm /opt/pang/iso/VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso to 
delete the iso file.

Step 26 From the management server run the following commands:

• cd /tftpboot/

• mkdir Installer_ver5.7.3

• cd Installer_ver5.7.3

Step 27 Enter the command cp 
/opt/pang/iso/5.7.3_iso/install-tools/PeerApp_FI-GA/VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz /tftpboot 
to copy the VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz file to the /tftpboot folder.

Step 28 Enter the command tar -zxvf ../VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz to extract the files.

Note If you are connected remotely to the management server, use the screen command. This ensures that if 
the session is disconnected during the installation as result of a Management IP set operation, you will 
be able to reconnect and resume the session with the screen -r command.

Step 29 Edit the GA_installer.rc file to set the “UPGRADE CACHE SOFTWARE” parameter to “none” and the 
GRACE_UPGRADE parameter to “yes”. Use the command vi GA_installer.rc to edit this file.

For example in a VDS TC 16 CE solution:

vi GA_installer.rc

#MANAGEMENT_SOFTWARE {no, yes}
MANAGEMENT_SOFTWARE=yes

#UPGRADEL_CACHE_SOFTWARE {all, none, space separated list(ce-1 ce-2 ce-3
ce-4 ce-5 ce-6 ce-7 ce-8 ce-9 ce-10 ce-11 ce-12 ce-13 ce-14 ce-15 ce-16)}
UPGRADEL_CACHE_SOFTWARE=none

UPGRADE_TAR_BALL=<filename>.tar.gz
MANAGEMENT_ENVIRONMENT=yes
GRACE_UPGRADE=no
FIRST_INSTALL=yes

Step 30 After you are finished editing the GA_installer.rc file, in the vi editor enter :x and press Enter to save 
and exit the file.

Step 31 Next, perform the following steps to run the ./GA_installer.sh script:

a. Enter the command ./GA_installer.sh to run the installation script.
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b. At the Enter primary name server IP prompt, enter the IP address of your primary DNS server. Enter 
y to confirm the entry.

Note If a DNS server is unavailable, enter 0.0.0.0 as the IP address of the DNS server to prevent 
system functionality from being negatively affected.

c. At the Enter secondary name server IP prompt, enter the IP address of your secondary DNS server. 
Enter y to confirm the entry.

Note If a secondary DNS server is unavailable, leave this entry blank.

Figure 8-1 Installation Script Dialog

d. The GA Installer script displays a summary of the configuration. Review this configuration. If the 
configuration is correct, press Y to proceed. If the configuration is not correct, press N to exit the 
installation and start over.

e. When asked if you want to change the management IPv4 settings, enter N unless you need to change 
the IP address information that was configured during the original VDS TC Management Server 
installation. If you enter Y, enter information at the following prompts:

• Management IPv4 address ():

• Management IPv4 netmask ():

• Default IPv4 gateway ():

Note To accept the current setting, press Enter.

f. When asked if you want to change the management IPv6 settings, enter N.

Note While the VDS TC software contains the infrastructure to configure IPv6 on the management 
server, this functionality is not currently supported.
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Step 32 After the installation script is finished running, enter the command cd /opt/pang/useful to change 
directories.

Step 33 Enter the command ./management_machine_replacement.sh {list_of_ces} where list_of_ces is a list 
of all existing cache engines separated by spaces. For example, if you are replacing the management 
server for a VDS-TS installation with eight cache engines, enter:

./management_machine_replacement.sh ce-1 ce-2 ce-3 ce-4 ce-5 ce-6 ce-7 ce-8

Post Installation

Note This procedure is used to restore the previously backed up files. If the backup files are not available, skip 
Step 1, and proceed to Step 2.

Procedure

Step 1 Using SFTP software, such as WinSCP, connect to the VDS TC management server using the user name 
padmin and the password that was provided by Cisco. 

Step 2 Copy the files that you backed up in the Prerequisites section (PALicense.xml and cluster_conf.xml) to 
the /tftpboot folder on the management server.

Step 3 Log into the CLI of the VDS TC system and enter Enable mode.

Step 4 Enter the command config to switch to Configuration mode.

Step 5 To import the cluster_conf.xml configuration file, enter the command import 127.0.0.1 
cluster_conf.xml.

Step 6 Important! If Step 5 fails, run the following commands from the VDS TC management server:

a. cd /opt/pang/mgmt/bin/pang_rescue

b. Enter the command passwords.

c. Enter the command Exit.

d. Repeat Step 5.

Note If Step 5 fails a second time, contact your Cisco Support Engineer.

Step 7 To apply the imported configuration file, enter the command apply. If the “Service stop required to 
modify NTP related parameters. Stop service ? [y|n]” message appears, enter y. For example:

configuration# apply
applying configuration...
Service stop required to modify NTP related parameters. Stop service ? [y|n] :y

Step 8 Enter the command exit to exit the Configuration mode.

Installing the License
After importing the configuration file you need to install the license file.

Procedure
8-7
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 8      Management Server Replacement Procedure for a VDS TC 5.7.3 System Upgraded from VDS TC 5.2.1
  Post Installation
Step 1 To import the license file to the system from the VDS TC Enable mode CLI, enter the command license 
import 127.0.0.1 filename, where filename is the license file name. When you enter this command, the 
details of the license will be displayed. Verify the features of the license and the expiration date.

Note You must be in Enable mode, not Configuration mode to import a new license.

Step 2 To activate the imported license, enter the command license activate. Enter Y when prompted to confirm 
the activation.

Step 3 Enter the command oper service start to start the VDS TC service.

Step 4 To confirm that the VDS TC service has successfully started, enter the command show eventlog and look 
for the message “PANG started”.

Note If the post installation steps fail, run the following commands on the VDS TC management server: 

• /opt/pang/mgmt/bin/pang_rescue

• Type: passwords

• Exit

• Repeat the post installation steps.
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Management Server Replacement Procedure for 
a VDS TC 5.7.3 System Upgraded from VDS TC 
5.6.1

Note Only use this chapter if you are replacing a Management Server in a VDS TC system that was upgraded 
to VDS TC 5.7.3 from VDS TC 5.6.1. If you are replacing a Management Server in a VDS TC system 
that had a fresh install of VDS TC 5.7.3 and was not upgraded to 5.7.3, refer to Chapter 7, “Management 
Server Replacement Procedure for a System with a Fresh Install of VDS TC 5.7.3”. If you are replacing 
a Management Server in a VDS TC that was upgraded to VDS TC 5.7.3 from VDS TC 5.2.1, refer to 
Chapter 8, “Management Server Replacement Procedure for a VDS TC 5.7.3 System Upgraded from 
VDS TC 5.2.1”.

To determine whether the system has been upgraded and from what version, from the Management 
Server enter the command grep "upgrade system to" /var/log/peerapp/peerapp_system*. This will 
display a list of all previous versions.

This chapter discusses how to replace a VDS TC management server. It contains the following sections:

• Prerequisites

• Replacing the VDS TC Management Server

• Post Installation

Prerequisites
Before you replace the VDS TC management server, you must obtain the following:

• The VDS TC 5.6.1 ISO image file, VDS-TC_Installer_5.6.1b57-5.6.1b58-ISO-15-Cisco.iso

• The VDS TC 5.7.3 ISO image file, VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso

Note For more information refer to the “Cisco Videoscape Distribution Suite Transparent Caching Software 
C-Series Cluster Installation Guide” or the “Cisco Videoscape Distribution Suite Transparent Caching 
Software Blade Server Cluster Installation Guide”.
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Backup Files
Before you perform a VDS TC management server replacement, you need to backup the PALicense.xml 
and cluster_conf.xml files. Follow these steps to backup these files:

Note Important: The following procedure for backing up files apply only if the VDS TC management server 
is still accessible. If the management server is not accessible, please contact Cisco support for the VDS 
License and cluster_conf.xml files.

Step 1 Using SFTP software, such as WinSCP, connect to the VDS TC management server.

Step 2 Copy the following files to a location other than the VDS TC management server:

• /opt/pang/mgmt/config/PALicense.xml

• /opt/pang/mgmt/config/cluster_conf.xml

Replacing the VDS TC Management Server
Procedure

Step 1 Disconnect the old VDS TC management server and replace it with the new management server. Next, 
connect the new management server to the cache engines. For more information, refer to Chapter 1 
“Prerequisites and C-Series Cluster Physical Installation” in the “Cisco Videoscape Distribution Suite 
Transparent Caching Software C-Series Cluster Installation Guide” for a C-Series Cluster installation, 
and Chapter 1 “Prerequisites and Blade Server Cluster Physical Installation” chapter in the “Cisco 
Videoscape Distribution Suite Transparent Caching Software Blade Server Cluster Installation Guide” 
for a Blade Server cluster installation.

Step 2 Confirm that the correct firmware is installed on the Management Server for VDS TC 5.7.3:

• Cisco UCS C220-M3S:

– Firmware version: 2.0(6f)

– Image file: ucs-c220-huu-2.0.6f.iso

• Cisco UCS-C240-M3S:

– Firmware version: 2.0(6f)

– Image file: ucs-c240-huu-2.0.6f.iso

Step 3 Use one of the following chapters in the “Cisco Videoscape Distribution Suite Transparent Caching 
Software C-Series Cluster Installation Guide” or “Cisco Videoscape Distribution Suite Transparent 
Caching Software Blade Server Cluster Installation Guide” to configure the BIOS:

• For a VDS TC C-Series cluster installation, follow the steps in Chapter 3 “Management Server 
Installation” in the “Cisco Videoscape Distribution Suite Transparent Caching Software C-Series 
Cluster Installation Guide” for Release 5.7.3.

• For a VDS TC Blade Server cluster installation, follow the steps in Chapter 3 “Management Server 
Installation” in the “Cisco Videoscape Distribution Suite Transparent Caching Software Blade 
Server Cluster Installation Guide” for Release 5.7.3.
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Step 4 Use one of the following chapters in the “Cisco Videoscape Distribution Suite Transparent Caching 
Software C-Series Cluster Installation Guide” or “Cisco Videoscape Distribution Suite Transparent 
Caching Software Blade Server Cluster Installation Guide” to configure the operating system of the 
management server and install the VDS TC 5.6.1 ISO image:

• For a VDS TC C-Series cluster installation, follow the steps in Chapter 3“Management Server 
Installation” in the “Cisco Videoscape Distribution Suite Transparent Caching Software C-Series 
Cluster Installation Guide” for VDS TC Release 5.6.1.

• For a VDS TC Blade Server cluster installation, follow the steps in Chapter 3 “Management Server 
Installation” in the “Cisco Videoscape Distribution Suite Transparent Caching Software Blade 
Server Cluster Installation Guide” for VDS TC Release 5.6.1.

Note Make sure you are using the installation guide for VDS TC Release 5.6.1.

Note At this point, perform only the steps in Chapter 3 of the VDS TC Installation Guides. Do not configure 
the cache storage or install the VDS TC cluster software until instructed to do so in later steps.

Note When prompted, use the old VDS TC management server Network parameters and address values.

Step 5 Using SSH software, such as Putty, open an SSH connection to the management IP address of the VDS 
TC management server. Log in as a root user.

Step 6 To update the cluster SSH keys, enter the following commands:

• cd /opt/pang/useful/

• ./replace_server_keys.sh -servers <no_ of_ces>, where no_of_ces is the number of cache engines 
in the cluster. For example, for a cluster installation that has four cache engines, enter the command 
./replace_server_keys.sh -servers 4.

Step 7 Using either the “Cisco Videoscape Distribution Suite Transparent Caching Software C-Series Cluster 
Installation Guide” or the “Cisco Videoscape Distribution Suite Transparent Caching Software Blade 
Server Cluster Installation Guide”, install and configure the Storage Manager using the following 
sections:

• For a VDS TC C-Series cluster installation:

– Perform the steps in the Installing the Storage Manager on the Management Server section of 
Chapter 5 “Configuring the Cache Storage”.

– Perform Step 1 through Step 6 in the Configuring the First Storage Array section of Chapter 5 
“Configuring the Cache Storage.” In Step 6, choose Automatic for the method for the addition 
of the storage subsytem.

• For a VDS TC Blade Server cluster installation:

– Perform the steps in the Installing the Storage Manager on the Management Server section of 
Chapter 5 “Configuring the Cache Storage”.

– Perform Step 1 through Step 6 in the Configuring the First Storage Array section of Chapter 5 
“Configuring the Cache Storage.” In Step 6, choose Automatic for the method for the addition 
of the storage array.

Step 8 From the management server enter the command scp root@ce-1:/etc/hosts /etc/hosts
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Step 9 Using SFTP software, such as WinSCP, connect to the management IP address that was assigned to the 
VDS TC server. Log in using the user name padmin and the password that was provided by Cisco. Copy 
the VDS TC 5.7.3 ISO image file, VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso, to the 
/opt/pang/iso folder. Close the SFTP software.

Step 10 From the Management Server logged in as root, perform the following steps to extract the FI file for VDS 
TC 5.7.3:

a. Enter the command mkdir /opt/pang/iso/5.7.3_iso to create a new folder for the 5.7.3 files.

b. Enter the command cd /opt/pang/iso to change folders.

c. Enter the command mount VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso -o loop 
/opt/pang/iso/5.7.3_iso to extract the VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz file.

d. Enter the command cd / to change to the root folder and then enter the command 
umount /opt/pang/iso/5.7.3_iso to unmount the iso image.

e. Enter the command rm /opt/pang/iso/VDS-TC_Installer_5.7.3b53-5.7.3b54-ISO-7-Cisco.iso to 
delete the iso file.

Step 11 From the management server run the following commands:

• cd /tftpboot/

• mkdir Installer_ver5.7.3

• cd Installer_ver5.7.3

Step 12 Enter the command cp 
/opt/pang/iso/5.7.3_iso/install-tools/PeerApp_FI-GA/VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz /tftpboot 
to copy the VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz file to the /tftpboot folder.

Step 13 Enter the command tar -zxvf ../VDS-TC_FI_5.7.3b54_Server_Cluster.tar.gz to extract the files.

Note If you are connected remotely to the management server, use the screen command. This ensures that if 
the session is disconnected during the installation as result of a Management IP set operation, you will 
be able to reconnect and resume the session with the screen -r command.

Step 14 Edit the GA_installer.rc file to set the “UPGRADE CACHE SOFTWARE” parameter to “none” and the 
GRACE_UPGRADE parameter to “yes”. Use the command vi GA_installer.rc to edit this file.

For example in a VDS TC 16 CE solution:

vi GA_installer.rc

#MANAGEMENT_SOFTWARE {no, yes}
MANAGEMENT_SOFTWARE=yes

#UPGRADEL_CACHE_SOFTWARE {all, none, space separated list(ce-1 ce-2 ce-3
ce-4 ce-5 ce-6 ce-7 ce-8 ce-9 ce-10 ce-11 ce-12 ce-13 ce-14 ce-15 ce-16)}
UPGRADEL_CACHE_SOFTWARE=none

UPGRADE_TAR_BALL=<filename>.tar.gz
MANAGEMENT_ENVIRONMENT=yes
GRACE_UPGRADE=no
FIRST_INSTALL=yes

Step 15 After you are finished editing the GA_installer.rc file, in the vi editor enter :x and press Enter to save 
and exit the file.

Step 16 Next, perform the following steps to run the ./GA_installer.sh script:

a. Enter the command ./GA_installer.sh to run the installation script.
9-4
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 9      Management Server Replacement Procedure for a VDS TC 5.7.3 System Upgraded from VDS TC 5.6.1
  Replacing the VDS TC Management Server
b. At the Enter primary name server IP prompt, enter the IP address of your primary DNS server. Enter 
y to confirm the entry.

Note If a DNS server is unavailable, enter 0.0.0.0 as the IP address of the DNS server to prevent 
system functionality from being negatively affected.

c. At the Enter secondary name server IP prompt, enter the IP address of your secondary DNS server. 
Enter y to confirm the entry.

Note If a secondary DNS server is unavailable, leave this entry blank.

Figure 9-1 Installation Script Dialog

d. The GA Installer script displays a summary of the configuration. Review this configuration. If the 
configuration is correct, press Y to proceed. If the configuration is not correct, press N to exit the 
installation and start over.

e. When asked if you want to change the management IPv4 settings, enter N unless you need to change 
the IP address information that was configured during the original VDS TC Management Server 
installation. If you enter Y, enter information at the following prompts:

• Management IPv4 address ():

• Management IPv4 netmask ():

• Default IPv4 gateway ():

Note To accept the current setting, press Enter.

f. When asked if you want to change the management IPv6 settings, enter N.

Note While the VDS TC software contains the infrastructure to configure IPv6 on the management 
server, this functionality is not currently supported.
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Step 17 After the installation script is finished running, enter the command cd /opt/pang/useful to change 
directories.

Step 18 Enter the command ./management_machine_replacement.sh {list_of_ces} where list_of_ces is a list 
of all existing cache engines separated by spaces. For example, if you are replacing the management 
server for a VDS-TS installation with eight cache engines, enter:

./management_machine_replacement.sh ce-1 ce-2 ce-3 ce-4 ce-5 ce-6 ce-7 ce-8

Post Installation

Note This procedure is used to restore the previously backed up files. If the backup files are not available, skip 
Step 1, and proceed to Step 2.

Procedure

Step 1 Using SFTP software, such as WinSCP, connect to the VDS TC management server using the user name 
padmin and the password that was provided by Cisco. 

Step 2 Copy the files that you backed up in the Prerequisites section (PALicense.xml and cluster_conf.xml) to 
the /tftpboot folder on the management server.

Step 3 Log into the CLI of the VDS TC system and enter Enable mode.

Step 4 Enter the command config to switch to Configuration mode.

Step 5 To import the cluster_conf.xml configuration file, enter the command import 127.0.0.1 
cluster_conf.xml.

Step 6 Important! If Step 5 fails, run the following commands from the VDS TC management server:

a. cd /opt/pang/mgmt/bin/pang_rescue

b. Enter the command passwords.

c. Enter the command Exit.

d. Repeat Step 5.

Note If Step 5 fails a second time, contact your Cisco Support Engineer.

Step 7 To apply the imported configuration file, enter the command apply. If the “Service stop required to 
modify NTP related parameters. Stop service ? [y|n]” message appears, enter y. For example:

configuration# apply
applying configuration...
Service stop required to modify NTP related parameters. Stop service ? [y|n] :y

Step 8 Enter the command exit to exit the Configuration mode.

Installing the License
After importing the configuration file you need to install the license file.

Procedure
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Step 1 To import the license file to the system from the VDS TC Enable mode CLI, enter the command license 
import 127.0.0.1 filename, where filename is the license file name. When you enter this command, the 
details of the license will be displayed. Verify the features of the license and the expiration date.

Note You must be in Enable mode, not Configuration mode to import a new license.

Step 2 To activate the imported license, enter the command license activate. Enter Y when prompted to confirm 
the activation.

Step 3 Enter the command oper service start to start the VDS TC service.

Step 4 To confirm that the VDS TC service has successfully started, enter the command show eventlog and look 
for the message “PANG started”.

Note If the post installation steps fail, run the following commands on the VDS TC management server: 

• /opt/pang/mgmt/bin/pang_rescue

• Type: passwords

• Exit

• Repeat the post installation steps.
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Storage Disk Replacement Procedure for NetApp 
Storage Enclosure

This chapter discusses how to determine that a disk has failed in the VDS TC NetApp SAN storage 
enclosure and the steps that are required to replace the disk.

Note If you purchased your NetApp storage enclosure from a NetApp partner and not from Cisco, please 
contact the NetApp partner for help with the storage disk replacement.

Note If you are having problems with a NetApp storage controller, you must open a support case. Replacing 
a NetApp storage controller is not a customer procedure; it must be performed by an authorized NetApp 
technician. 

If you purchased the NetApp storage enclosure from a NetApp partner and not from Cisco, please 
contact the NetApp partner to open a case. If you purchased the NetApp storage enclosure from Cisco 
as part of the VDS TC solution, please contact Cisco TAC to open a case.

Symptoms of a Failed VDS TC Storage Disk
One symptom of a failed storage disk is if the following message frequently appears in the System 
Events section of the Status > Dashboard window in the VDS TC Manager:

“warning: Volume /dev/volume_name (volume_id) is turned OFF because of errors” 

For example:

“warning: Volume /dev/sdak3 (id 60) is turned OFF because of errors” 
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Figure 10-1 SNMP Traps Message

Please note that this error message can also be caused by problems other than a failed disk. To see more 
information about the failure and to determine if it is from a failed storage disk, follow these steps:

Step 1 Log into Cisco VDS TC Manager. From the main window that appears, choose Status > Storage.

Note The status of the storage controllers will appear as Operational, even if one of the disks being managed 
has failed. 
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Figure 10-2 Status > Storage Window

Step 2 From the Status > Storage window, click the Detailed Status tab to see detailed information about the 
status of the storage controllers and information about any possible drives that are having problems.

Step 3 When the detailed storage status information appears, look for information that appears in yellow boxes. 
This information will provide details about the storage subsytem and drives that are affected.

Figure 10-3 Detailed Storage Status Output

Note The Volume Usage window in VDS TC Manager, available at Statistics > Storage, may show the Volume 
State as active even if the drive has failed, as seen in the screenshots below.
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Figure 10-4 Volume Usage Tab

Replacing a Storage Disk
Follow this procedure to replace a storage disk in the VDS TC NetApp SAN storage enclosure:

Procedure

Step 1 Using SSH software, open an SSH connection to the management IP address of the VDS TC 
management server.

Step 2 Log into the system using the username padmin and the password that was provided by Cisco.

Step 3 Enter the command su root to change to the root user. Enter the password for the root user when 
prompted. This password is provided by Cisco.

Step 4 To start the VNC server, enter the following commands:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1
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Step 5 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 10-5 VNC Viewer

Step 6 From the VNC console window, enter the command /opt/SMgr/client/SMclient to start the SANtricity 
™ ES Storage Manager software.

Step 7 Right-click the storage array for which you are replacing a disk and choose Manage Storage Array. 
Click No in any pop-up windows that appear.

Figure 10-6 NetApp SANtricity Storage Manager

Step 8 From the Subsystem Management window that appears, click the Host Mappings tab.

Step 9 Ensure that Storage Array is selected in the navigation pane on the left. In the Defined Mappings table, 
make note of all of the LUN numbers that are currently in use, including the LUN number of the failed 
drive. You will need this information in a later step.
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Step 10 From the Array Management window that appears, click the Storage & Copy Services tab 

Step 11 In the navigation pane on the left, expand the Volume Groups folder and locate the faulty Volume Group. 
Click + to expand the Volume Group and confirm that it contains a faulty volume. In the example, 
Volume Group 9 has a failed volume.

Note A red drive icon with an X next to it indicates a failed drive, as shown in the example.

Figure 10-7 NetApp SANtricity Storage Manager - Failed Volume

Step 12 Right-click the faulty Volume Group (not the volume) and choose Delete.
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Figure 10-8 Delete Faulty Volume Group

Step 13 From the SANtricity Delete Volume Groups window that appears, ensure that the faulty volume group 
is selected and click Delete.
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Step 14 From the Confirm Delete Volumes window, enter Yes and then click OK.

Figure 10-9 Confirm Delete Arrays Window

Step 15 From the SSH session to the VDS TC management server, enter the command su admin to log into the 
VDS TC CLI. The CLI prompt console> appears.

Step 16 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 17 Enter the command cache volume remove to remove the faulty volume. After the command finds the 
volume to remove, it will display the prompt “Are you sure?”. Enter Y at this prompt to continue to 
remove the drive. For example:

console# cache volume remove
Searching volume(s) to remove...
Volume 43(/dev/sdu1) is going to be removed from CMDB. Are you sure? [y|N]
: y

Done.
Volume 43 is removed.
. . .

Step 18 Following the directions for the NetApp E2724 storage enclosure, insert the replacement drive.

Step 19 From the SANtricity Storage Manager window in the VNC client window, click the Storage & Copy 
Services tab.
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Step 20 Under the Storage Array in the Navigation Pane on the left, right-click the Total Unconfigured 
Capacity and choose Create Volume Group.

Figure 10-10 Create Volume Group

Step 21 From the initial Wizard window, click Next.

Figure 10-11 Initial Wizard Window
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Step 22 In the next window that appears, do not change the name in the Volume Group Name field. You will use 
the default Volume Group Name. In the Drive Selection Choices section of the window, click the Manual 
(Advanced) radio button and click Next.

Figure 10-12 Volume Group Name and Drive Selection
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Step 23 From the next window that appears, from the RAID Level drop-down list, choose RAID 0. In the 
Unselected Drives section, choose the drive that is listed and click Add to add the drive to the Selected 
Drives section.

Figure 10-13 RAID Level
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Step 24 Click Calculate Capacity and then click Finish.

Figure 10-14 Calculate Capacity

Step 25 From the Volume Group was Successfully Created window, click Yes and then OK.

Figure 10-15 Volume Group Successfully Created
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Step 26 From the Data Assurance Not Supported window, click 

Figure 10-16 Data Assurance Not Supported Window

Step 27 From the Create Volume window, set the following values:

a. In the New Volume Capacity text box, enter the number displayed in the Free Capacity field, which 
is the field right above the New Logical Drive Capacity text box.

b. Do not change the Volume Name. (Leave the default.)

c. From the Map to Host drop-down list choose Map Later.

d. Uncheck the Enable data assurance (DA) protection on the new volume check box to disable this 
option.

e. In the Volume I/O Characteristics Type drop-down list, choose Custom.

f. Make sure that the Enable Dynamic Cache Read Prefetch check box is unchecked.

g. From the Segment Size drop-down list, choose 256KB.

h. Click Finish.
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Figure 10-17 Create Volume
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Step 28 In the Subsystem Management window, from the Storage & Copy Services tab, right-click the newly 
added volume and choose Change > Cache Settings.

Figure 10-18 Change Cache Settings
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Step 29 In the Change Cache Settings window, make sure the newly added volume is selected in the Select 
Volumes section and set the following values:

a. Enable Read Caching check box: checked

b. Enable Dynamic Cache Read Prefetch check box: unchecked

c. Enable Write Caching check box: checked

d. Enable Write Caching without Batteries check box: unchecked

e. Enable Write Caching with Mirroring check box: unchecked

Figure 10-19 Change Cache Settings Values

Step 30 Click OK, click Yes, and then click OK to complete changing the cache settings.

Step 31 From the Subsystem Management window, click the Host Mappings tab.
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Step 32 Open the Undefined Mapping folder, right-click the unmapped LUN, and choose Add LUN Mapping. 
The unmapped LUN will have the format of “#=LUN?”. In the example the unmapped LUN shows as 
“9 = LUN?”.

Figure 10-20 Add LUN Mapping

Step 33 From the Define Additional Mapping window, from the Host Group or Host drop-down list, choose Host 
Group TC. In the Logical Unit Number drop-down list, choose a number that has NEVER been assigned 
to any disk before. Use the information that you gathered in Step 9.

Warning Do not choose the same LUN number that was previously assigned to the disk that you replaced, or 
any other disk.
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Step 34 Click Add and then click Close.

Figure 10-21 Define Additional Mapping

Step 35 From the VDS TC CLI in enable mode, enter the command cache volume insert. When prompted to 
Insert disk, enter Y. This process will format the drive.

console# cache volume insert
Searching for new disks.... 
Insert disk /dev/sdaw? [y/n] y

disk /dev/sdaw is inserted at index 43
Updating blades...

ce-1 is updated 
ce-2 is updated 
ce-3 is updated 
ce-4 is updated

Procedure complete

Step 36 From the Cisco VDS TC Manager, choose Statistics > Storage. Confirm that the volume that you 
replaced shows “active”. 
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Step 37 Choose Status > Storage and then click the Detailed Status tab to see detailed information about the 
status of the storage controllers and information about any possible drives that are having problems. 
When the detailed storage status information appears, confirm that no new yellow boxes appear.
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Storage Disk Replacement Procedure for IBM 
Storage Enclosure

This chapter discusses how to determine that a disk has failed in the VDS TC IBM SAN storage 
enclosure and the steps that are required to replace the disk.

Note If you purchased your IBM storage enclosure from an IBM partner and not from Cisco, please contact 
the IBM partner for help with the storage disk replacement.

Note If you are having problems with an IBM storage controller, you must open a support case. Replacing an 
IBM storage controller is not a customer procedure; it must be performed by an authorized IBM 
technician. 

If you purchased the IBM storage enclosure from an IBM partner and not from Cisco, please contact the 
IBM partner to open a case. If you purchased the IBM storage enclosure from Cisco as part of the VDS 
TC solution, please contact Cisco TAC to open a case.

Symptoms of a Failed VDS TC Storage Disk
One symptom of a failed storage disk is if the following message frequently appears in the SNMP traps 
section of the Status > Dashboard window in the VDS TC Manager:

“warning: Volume /dev/volume_name (volume_id) is turned OFF because of errors” 

For example:

“warning: Volume /dev/sdak3 (id 60) is turned OFF because of errors” 
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Figure 11-1 SNMP Traps Message

Please note that this error message can also be caused by problems other than a failed disk. To see more 
information about the failure and to determine if it is from a failed storage disk, follow these steps:

Step 1 Log into Cisco VDS TC Manager. From the main window that appears, choose Status > Storage.

Note The status of the storage controllers will appear as Operational, even if one of the disks being managed 
has failed. 
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Figure 11-2 Status > Storage Window

Step 2 From the Status > Storage window, click the Detailed Status tab to see detailed information about the 
status of the storage controllers and information about any possible drives that are having problems.

Step 3 When the detailed storage status information appears, look for information that appears in yellow boxes. 
This information will provide details about the storage subsytem and drives that are affected.

Figure 11-3 Detailed Storage Status Output
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Note The Volume Usage window in VDS TC Manager, available at Statistics > Storage, may show the Volume 
State as active even if the drive has failed, as seen in the screenshots below.

Figure 11-4 Volume Usage Tab

Replacing a Storage Disk
Follow this procedure to replace a storage disk in the VDS TC IBM SAN storage enclosure:

Procedure

Step 1 Using SSH software, open an SSH connection to the management IP address of the VDS TC 
management server.

Step 2 Log into the system using the username padmin and the password that was provided by Cisco.

Step 3 Enter the command su root to change to the root user. Enter the password for the root user when 
prompted. This password is provided by Cisco.
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Step 4 To start the VNC server, enter the following commands:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 5 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 11-5 VNC Viewer

Step 6 From the VNC console window, enter the command /opt/IBM_DS/client/SMclient to start the IBM 
Storage Manager.

Step 7 Right-click the storage subsystem for which you are replacing a disk and choose Manage Storage 
Subsystem. Click No in any pop-up windows that appear.
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Figure 11-6 IBM DS Storage Manager

Step 8 From the Subsystem Management window that appears, click the Host Mappings tab.

Step 9 Ensure that Storage Subsystem is selected in the navigation pane on the left. In the Defined Mappings 
table, make note of all of the LUN numbers that are currently in use, including the LUN number of the 
failed drive. You will need this information in a later step.
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Figure 11-7 Exiting LUN Numbers

Step 10 In the Subsystem Management window that appears, click the Storage & Copy Services tab.

Step 11 In the navigation pane on the left, expand the Arrays folder and locate the array with the faulty drive. 
Expand the array to confirm the presence of a faulty drive. 

Note A red drive icon with an X indicates a failed drive, as shown in the example.
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Figure 11-8 Subsystem Management Array

Step 12 Right-click the faulty array (not the logical drive), and choose Delete.

Figure 11-9 Delete Array
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Step 13 From the IBM Delete Arrays window, click Delete.

Figure 11-10 Delete Arrays Window
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Step 14 From the Confirm Delete Arrays window, enter Yes and then click OK.

Figure 11-11 Confirm Delete Arrays Window

Step 15 From the SSH session to the VDS TC management server, enter the command su admin to log into the 
VDS TC CLI. The CLI prompt console> appears.

Step 16 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 17 Enter the command cache volume remove to remove the faulty volume. After the command finds the 
volume to remove, it will display the prompt “Are you sure?”. Enter Y at this prompt to continue to 
remove the drive. For example:

console# cache volume remove
Searching volume(s) to remove...
Volume 43(/dev/sdu1) is going to be removed from CMDB. Are you sure? [y|N]
: y

Done.
Volume 43 is removed.
. . .

Step 18 Following the directions for the IBM DS3524 storage enclosure, insert the replacement drive and 
initialize the drive. The new disk will appear as “not initialized.”

Note When you initialize a drive, all data on the drive is lost.
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Step 19 From the IBM Storage Manager window in the VNC client window, click the Storage & Copy Services 
tab.

Step 20 Under the Storage Subsystem in the Navigation Pane on the left, right-click the Total Unconfigured 
Capacity and choose Create Array.

Figure 11-12 Create Array

Step 21 From the initial Wizard window, click Next.

Figure 11-13 Initial Wizard Window
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Step 22 In the next window that appears, do not change the name in the Array Name field. You will use the 
default Array Name. In the Drive Selection Choices section of the window, click the Manual 
(Advanced) radio button and click Next.

Figure 11-14 Array Name and Drive Selection
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Step 23 From the next window that appears, from the RAID Level drop-down list, choose RAID 0. In the 
Unselected Drives section, choose the drive that is listed and click Add to add the drive to the Selected 
Drives section.

Figure 11-15 RAID Level
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Step 24 Click Calculate Capacity and then click Finish.

Figure 11-16 Calculate Capacity

Step 25 From the Array was Successfully Created window, click Yes.

Figure 11-17 Array Successfully Created
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Step 26 When the PI (Protection Information) Not Supported window appears, click OK.

Figure 11-18 PI (Protection Information) Not Supported

Step 27 From the Create Logical Drive window, set the following values:

a. In the New Logical Drive Capacity text box, enter the number displayed in the Free Capacity field, 
which is the field right above the New Logical Drive Capacity text box.

b. Do not change the Logical Drive Name.

c. From the Map to Host drop-down list choose Map Later.

d. In the Logical Drive I/O Characteristics Type drop-down list, choose Custom.

e. Make sure that the Enable Dynamic Cache Read Prefetch check box is unchecked.

f. From the Segment Size drop-down list, choose 256KB

g. Click Finish.
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Figure 11-19 Create Logical Drive
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Step 28 In the Subsystem Management window, from the Storage & Copy Services tab, right-click the newly 
added logical drive and choose Change > Cache Settings.

Figure 11-20 Change Cache Settings
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Step 29 In the Change Cache Settings window, make sure the newly added logical drive is selected in the Select 
Logical Drive section and set the following values:

a. Enable Read Caching check box: unchecked

b. Enable Dynamic Cache Read Prefetch check box: unchecked

c. Enable Write Caching check box: checked

d. Enable Write Caching without Batteries check box: unchecked

e. Enable Write Caching with Mirroring check box: unchecked

Figure 11-21 Change Cache Settings Values

Step 30 Click OK, click Yes, and then click OK to complete changing the cache settings.

Step 31 From the Subsystem Management window, click the Host Mappings tab.
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Step 32 Open the Undefined Mapping folder, right-click the unmapped LUN, and choose Add LUN Mapping. 
The unmapped LUN will have the format of “#=LUN?”. In the example the unmapped LUN shows as 
“5 = LUN?”.

Figure 11-22 Add LUN Mapping

Step 33 From the Add LUN Mapping window, in the Host Group or Host drop-down list, choose Host Group 
PA. In the Logical Unit Number drop-down list, choose a number that has NEVER been assigned to any 
disk before. Use the information that you gathered in Step 9.

Warning Do not choose the same LUN number that was previously assigned to the disk that you replaced, or 
any other disk.
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Step 34 Click Add and then click Close.

Figure 11-23 Add LUN Mapping

Step 35 From the VDS TC CLI in enable mode, enter the command cache volume insert. When prompted to 
Insert disk, enter Y. This process will format the drive.

console# cache volume insert Searching for new disks.... Insert disk /dev/sdaw? [y/n] y

disk /dev/sdaw is inserted at index 43
Updating blades...
ce-1 is updated ce-2 is updated ce-3 is updated ce-4 is updated

Procedure complete

Step 36 From the Cisco VDS TC Manager, choose Statistics > Storage. Confirm that the volume that you 
replaced shows “active”. 

Note It may take up to 10 minutes for the volume to appear. 

Step 37 Choose Status > Storage and then click the Detailed Status tab to see detailed information about the 
status of the storage controllers and information about any possible drives that are having problems. 
When the detailed storage status information appears, confirm that no new yellow boxes appear.
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Server Cluster NetApp Storage Enclosure 
Replacement Procedure

This chapter discusses the steps that are required to replace a server cluster NetApp storage enclosure.

Note If you purchased your NetApp storage enclosure from a NetApp partner and not from Cisco, please 
contact the NetApp partner for help with the storage enclosure replacement.

Note If you are having problems with a NetApp storage controller, you must open a support case. Replacing 
a NetApp storage controller is not a customer procedure; it must be performed by an authorized NetApp 
technician.

If you purchased the NetApp storage enclosure from a NetApp partner and not from Cisco, please 
contact the NetApp partner to open a case. If you purchased the NetApp storage enclosure from Cisco 
as part of the VDS TC solution, please contact Cisco TAC to open a case.

Replacing a Storage Enclosure

Note Before performing the steps in this chapter, you must determine whether the storage enclosure needs to 
be replaced. If you purchased the NetApp storage enclosure from a NetApp partner, contact this partner 
to help you determine if the storage enclosure needs to be replaced. If you purchased the NetApp 
enclosure as part of the Cisco VDS TC solution, contact Cisco TAC to have them help you determine if 
the storage enclosure needs to be replaced. 

Follow this procedure to replace a storage enclosure in the VDS TC cluster installation:

Disconnect a Faulty Storage Enclosure
Follow this procedure to disconnect a faulty storage enclosure:
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Procedure

Step 1 As soon as the storage enclosure failure is detected, disconnect the iSCSI data cables from the faulty 
enclosure to restore the system to nominal operation.

Step 2 On the PBR routers, stop redirecting traffic to the VDS TC solution.

Step 3 Follow these steps to stop the VDS TC service:

a. Log into the VDS TC CLI. The CLI prompt console> appears.

b. Enter the command enable to enter Enable mode. At the password prompt that appears, enter the 
enable password. The CLI prompt console# appears.

c. Enter the command oper service stop to stop the VDS TC service. When the “Are you sure (y/n)” 
prompt appears, enter Y.

d. Wait several minutes and then enter the command show status to confirm that the VDS TC service 
has stopped. The Operational State should show “disabled”, the Device State should show 
“stopped”. The following example is a partial output from a VDS TC Cluster installation:

console# show status
Cluster state: disabled

Server Slot    Status        Operational state    Device state   Administrative state
ce-1           powered on    disabled             stopped        unlocked
ce-2           powered on    disabled             stopped        unlocked
ce-3           powered on    disabled             stopped        unlocked
ce-4           powered on    disabled             stopped        unlocked
ce-5           powered on    disabled             stopped        unlocked
ce-6           powered on    disabled             stopped        unlocked
ce-7           powered on    disabled             stopped        unlocked
ce-8           powered on    disabled             stopped        unlocked
ce-9           powered on    disabled             stopped        unlocked

Note If you do not see an Operational State of “disabled” and a Device State of “stopped” on all of the cache 
engines, wait several more minutes, and repeat the show status command. Do not proceed to Step 4 until 
you see an Operational State of “disabled” and a Device State of “stopped” on all of the cache engines.

Step 4 Follow these steps to reboot the cache engines. You must perform these steps on all of the cache engines:

a. From an SSH connection to the VDS TC management server, enter the command ssh root@ce-#, 
where # is the number of the cache engine you need to reboot. Enter the password for the root user 
when prompted.

b. Enter the command echo b > /proc/sysrq-trigger to reboot the cache engine.

Step 5 After all of the cache engines have rebooted, perform the following steps on all of the cache engines:

a. Enter the yast command.

b. From the YaST Control Center, choose Network Services in the left pane, choose iSCSI Initiator 
from the right pane, and then press Enter.

Note You may need to scroll down in the window to see the iSCSI Initiator option.
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Figure 12-1 iSCSI Initiator

c. From the iSCSI Initiator Overview window, press Alt-D to select Discovered Targets.

Figure 12-2 Discovered Targets
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d. Choose a target that has a Connected status of “False”. You may need to resize the Discovered 
Targets window or scroll to the right to see the Connected column. Press F5 to delete the connected 
node.

Figure 12-3 Discovered Targets - False Status

e. Repeat Steps d for all of the targets that have a Connected status of “False”. When you are finished, 
there should be no more targets listed with a Connected status of “False”.

f. Press F10 to finish the configuration and exit the iSCSI Initiator and then press F9 to quit the YaST 
program.

Step 6 Repeat Step 5 for the remaining cache engines.

Removing the Faulty Storage Volumes
After the failed storage iSCSI connections have been removed from all of the cache engines, follow these 
steps to clean all of the volumes from the cmdb:

Step 1 Log into the VDS TC CLI. The CLI prompt console> appears.

Step 2 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 3 Enter the command show volumes to see the state of the volumes.

Licensed volumes : 72
Volume name State Owner
/mnt/vol1 not mounted
/mnt/vol2 not mounted
/mnt/vol3 not mounted
/mnt/vol4 not mounted
/mnt/vol5 not mounted
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/mnt/vol6 not mounted
/mnt/vol7 not mounted
/mnt/vol8 not mounted
/mnt/vol9 not mounted
/mnt/vol10 not mounted
/mnt/vol11 not mounted
/mnt/vol12 not mounted
/mnt/vol13 not mounted
/mnt/vol14 not mounted
/mnt/vol15 not mounted
/mnt/vol16 not mounted
/mnt/vol17 not mounted
/mnt/vol18 not mounted
/mnt/vol19 not mounted
/mnt/vol20 not mounted
/mnt/vol21 not mounted
/mnt/vol22 not mounted
/mnt/vol23 not mounted
/mnt/vol24 not mounted
/mnt/vol25 not mounted
/mnt/vol26 not mounted
/mnt/vol27 not mounted
/mnt/vol28 not mounted
/mnt/vol29 not mounted
/mnt/vol30 not mounted
/mnt/vol31 not mounted
/mnt/vol32 not mounted
/mnt/vol33 not mounted
/mnt/vol34 not mounted
/mnt/vol35 not mounted
/mnt/vol36 not mounted
/mnt/vol37 not mounted
/mnt/vol38 not mounted
/mnt/vol39 not mounted
/mnt/vol40 not mounted
/mnt/vol41 not mounted
/mnt/vol42 not mounted
/mnt/vol43 not mounted
/mnt/vol44 not mounted
/mnt/vol45 not mounted
/mnt/vol46 not mounted
/mnt/vol47 not mounted
/mnt/vol48 not mounted
/mnt/vol49 inactive
/mnt/vol50 inactive
/mnt/vol51 inactive
/mnt/vol52 inactive
/mnt/vol53 inactive
/mnt/vol54 inactive
/mnt/vol55 inactive
/mnt/vol56 inactive
/mnt/vol57 inactive
/mnt/vol58 inactive
/mnt/vol59 inactive
/mnt/vol60 inactive
/mnt/vol61 inactive
/mnt/vol62 inactive
/mnt/vol63 inactive
/mnt/vol64 inactive
/mnt/vol65 inactive
/mnt/vol66 inactive
/mnt/vol67 inactive
/mnt/vol68 inactive
/mnt/vol69 inactive
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/mnt/vol70 inactive
/mnt/vol71 inactive
/mnt/vol72 inactive

Step 4 For each volume that has a state of “inactive”, enter the command cache volume remove_content. When 
prompted, enter the number of one of the inactive volumes. When the “Are you sure?” message appears, 
enter yes. In this example, volume 49 was identified as “inactive”.

console# cache volume remove_content
Licensed volumes : 72
Please enter volume number <1-72>
49
Are you sure? This will remove all hashes from volume 49.
[yes|no] no : yes
Removing all the content from volume 49...
Done.

Note Repeat Step 4 for any volumes that were marked as “inactive”.

Removing the Faulty Storage Subsystem from the SANtricity Storage Manager
Follow these steps to remove the faulty storage subsytem from the SANtricity Storage Manager:

Step 1 From an SSH connection to the VDS TC management server logged in as root, enter the following 
commands to start the VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 12-4 VNC Client

Step 3 From the VNC console window, enter the command cd /opt/SMgr/client to change folders.

Step 4 Enter the command ./SMclient to start the SANtricity ™ ES Storage Manager software.

Step 5 Click the Devices tab and in the navigation pane on the left, choose the faulty array.

Step 6 In the Management Connections column, click the Out-of-Band Details link. 
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Figure 12-5 Out-of-Band Details

Step 7 The Management Connections window appears. From this window, make note of the IP addresses that 
are listed. You will need to assign these same IP addresses to the replacement storage enclosure.

Figure 12-6 Management Connections Window

Step 8 Click Close to close the Management Connections window.

Step 9 Right-click the faulty array and choose Remove > Storage Array.
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Figure 12-7 Remove Storage Array

Step 10 When the Confirm Remove Storage Subsystem dialog box appears, click Yes.

Figure 12-8 Confirm Remove Storage Subsystem

Connecting the Replacement Storage Enclosure
Follow these steps to connect the replacement storage enclosure to the VDS TC cluster system:

Step 1 Follow the procedures in the storage enclosure installation manual to finish disconnecting and physically 
unmounting the failed storage enclosure.
12-8
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 12      Server Cluster NetApp Storage Enclosure Replacement Procedure
  Replacing a Storage Enclosure
Step 2 Follow the procedures in the storage enclosure installation manual to connect the replacement storage 
enclosure and assign the appropriate IP addresses to the new enclosure. You will need to connect to the 
default factory assigned IP addresses and change them to the IP addresses that you discovered in Step 7 
of the Removing the Faulty Storage Subsystem from the SANtricity Storage Manager section. The 
following IP addresses are assigned to the different storage enclosures:

• [ 1]="10.11.18.200 10.11.18.201"

• [ 2]="10.11.18.202 10.11.18.203"

• [ 3]="10.11.18.204 10.11.18.205"

• [ 4]="10.11.18.206 10.11.18.207"

• [ 5]="10.11.18.208 10.11.18.209"

• [ 6]="10.11.18.210 10.11.18.211”

Step 3 From the VNC client connection, enter the command /opt/SMgr/client/SMclient to run the SANtricity 
Storage Manager.

Step 4 Click the Devices tab and in the navigation pane on the left, right-click the Management Server and 
choose Add Storage Array.

Figure 12-9 Add Storage Array

Step 5 From the Add New Storage Array Manual window, in the Controller fields enter the IP addresses that 
you discovered in Step 7 of the Removing the Faulty Storage Subsystem from the SANtricity Storage 
Manager section and then click Add. These IP addresses should match the IP addresses that you 
configured on the storage enclosure in Step 2. In the example in this chapter the IP addresses were 
10.11.18.204 and 10.11.18.205 for replacing storage enclosure 3.
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Figure 12-10 Add New Storage Array

Step 6 From the Storage Array Added window, click No.

Step 7 In the navigation pane on the left, right-click the storage array that you just added and choose Manage 
Storage Array.

Step 8 From the Array Management window, click the Setup tab and then click the Configure iSCSI Host 
Ports link.
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Figure 12-11 Configure the iSCSI Host Ports

Step 9 From the Configure iSCSI Ports window, configure the IP addresses on the Controller A and Controller 
B iSCSI ports. Use the appropriate IP addresses from the table below.

Table 12-1 iSCSI Port Addresses

Enclosure Port IP Address

Enclosure 1 Controller A, port 3 10.11.14.100

Enclosure 1 Controller A, port 4 10.11.15.100

Enclosure 1 Controller B, port 3 10.11.14.101

Enclosure 1 Controller B, port 4 10.11.15.101

Enclosure 2 Controller A, port 3 10.11.14.102

Enclosure 2 Controller A, port 4 10.11.15.102

Enclosure 2 Controller B, port 3 10.11.14.103

Enclosure 2 Controller B, port 4 10.11.15.103

Enclosure 3 Controller A, port 3 10.11.14.104

Enclosure 3 Controller A, port 4 10.11.15.104

Enclosure 3 Controller B, port 3 10.11.14.105

Enclosure 3 Controller B, port 4 10.11.15.105

Enclosure 4 Controller A, port 3 10.11.14.106

Enclosure 4 Controller A, port 4 10.11.15.106

Enclosure 4 Controller B, port 3 10.11.14.107

Enclosure 4 Controller B, port 4 10.11.15.107

Enclosure 5 Controller A, port 3 10.11.14.108

Enclosure 5 Controller A, port 4 10.11.15.108
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Step 10 Check the Enable ICMP Ping Responses check box and uncheck the Enable IPv6 check box.

Step 11 Click the Advanced Port Settings button. In the Advanced Port Settings window, check the Enable 
Jumbo Frames check box and enter an MTU of 9000.

Configure the New Storage Enclosure
Follow these steps to configure the new storage enclosure:

Step 1 From an SSH connection to the VDS TC management server logged in as root, enter the command cd 
/opt/pang/useful/configure_storages to change directories. 

Step 2 Enter the command ./configure_storages.py -s <the # of storage enclosures in the system> 
-b <the number of the CEs in the system> -n < the number of the replaced storage enclosure>.

For example, for a system with 8 cache engines and 3 storage enclosures, where the third storage 
enclosure was replaced, enter the following command:

./configure_storages_pa.sh -s 3 -b 8 -n 3.

Step 3 Follow the on screen instructions. If prompted, enter the password for the root user that was provided by 
Cisco.

Note You may be prompted to enter the password several times.

Step 4 To perform disk partitioning you must log into CE-1. To log into CE-1, from the SSH connection to the 
VDS TC management server, enter the command ssh root@ce-1. 

Step 5 To find the non-partitioned sd devices, enter the command fdisk -l. Look for the sd devices that say 
“doesn't contain a valid partition table”. Make note of these devices. These are the devices that you will 
need to format. 

For example, in the following output sd devices sdax, sday, and sdaz are non-partitioned sd devices 
because they show “doesn't contain a valid partition table” as part of their output.

# fdisk -l
. . .
Disk /dev/sdaw: 299.4 GB, 299462819840 bytes
255 heads, 63 sectors/track, 36407 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Disk identifier: 0x00000000

Device Boot Start End Blocks Id System

Enclosure 5 Controller B, port 3 10.11.14.109

Enclosure 5 Controller B, port 4 10.11.15.109

Enclosure 6 Controller A, port 3 10.11.14.110

Enclosure 6 Controller A, port 4 10.11.15.110

Enclosure 6 Controller B, port 3 10.11.14.111

Enclosure 6 Controller B, port 4 10.11.15.111

Table 12-1 iSCSI Port Addresses (continued)

Enclosure Port IP Address
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/dev/sdaw1 1 1  8001 83 Linux
/dev/sdaw2 2 2050 16458592+ 83 Linux
/dev/sdaw3  2051 2573  4200997+ 83 Linux
/dev/sdaw4  2574  36407 271771605 83 Linux

Disk /dev/sdax: 299.4 GB, 299462819840 bytes
255 heads, 63 sectors/track, 36407 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Disk identifier: 0x00000000

Disk /dev/sdax doesn't contain a valid partition table

Disk /dev/sday: 299.4 GB, 299462819840 bytes
255 heads, 63 sectors/track, 36407 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Disk identifier: 0x00000000

Disk /dev/sday doesn't contain a valid partition table

Disk /dev/sdaz: 299.4 GB, 299462819840 bytes
255 heads, 63 sectors/track, 36407 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Disk identifier: 0x00000000

Disk /dev/sdaz doesn't contain a valid partition table

Step 6 Next you must determine an available volume number. You will use this information to format the drives 
of the replacement storage array in the next step. To determine available volume numbers, enter the 
command /opt/pang/bin/fdisk.sh. For example, in the following output, there are no gaps in the middle 
of the volumes. The next available volume number is 49.

ce-1:/opt/pang/bin # /opt/pang/bin/fdisk.sh
PeerApp,0001,U /dev/sdz1
PeerApp,0002,U /dev/sdaa1
PeerApp,0003,U /dev/sdab1
PeerApp,0004,U /dev/sdac1
PeerApp,0005,U /dev/sdad1
PeerApp,0006,U /dev/sdae1
PeerApp,0007,U /dev/sdaf1
PeerApp,0008,U /dev/sdag1
PeerApp,0009,U /dev/sdah1
PeerApp,0010,U /dev/sdai1
PeerApp,0011,U /dev/sdaj1
PeerApp,0012,U /dev/sdak1
PeerApp,0013,U /dev/sdal1
PeerApp,0014,U /dev/sdam1
PeerApp,0015,U /dev/sdan1
PeerApp,0016,U /dev/sdao1
PeerApp,0017,U /dev/sdap1
PeerApp,0018,U /dev/sdaq1
PeerApp,0019,U /dev/sdar1
PeerApp,0020,U /dev/sdas1
PeerApp,0021,U /dev/sdat1
PeerApp,0022,U /dev/sdau1
PeerApp,0023,U /dev/sdav1
PeerApp,0024,U /dev/sdaw1
PeerApp,0025,U /dev/sdb1
PeerApp,0026,U /dev/sdc1
PeerApp,0027,U /dev/sdd1
PeerApp,0028,U /dev/sde1
PeerApp,0029,U /dev/sdf1
PeerApp,0030,U /dev/sdg1
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PeerApp,0031,U /dev/sdh1
PeerApp,0032,U /dev/sdi1
PeerApp,0033,U /dev/sdj1
PeerApp,0034,U /dev/sdk1
PeerApp,0035,U /dev/sdl1
PeerApp,0036,U /dev/sdm1
PeerApp,0037,U /dev/sdn1
PeerApp,0038,U /dev/sdo1
PeerApp,0039,U /dev/sdp1
PeerApp,0040,U /dev/sdq1
PeerApp,0041,U /dev/sdr1
PeerApp,0042,U /dev/sds1
PeerApp,0043,U /dev/sdt1
PeerApp,0044,U /dev/sdu1
PeerApp,0045,U /dev/sdv1
PeerApp,0046,U /dev/sdw1
PeerApp,0047,U /dev/sdx1
PeerApp,0048,U /dev/sdy1

Note You can use a number available in the middle if there is a gap, or you can use the next available number 
after the highest volume number.

Step 7 Follow these steps to format all of the non-partitioned sd devices that you discovered in Step 5 one at a 
time:

a. Enter the command cd /opt/pang/useful to change directories.

b. Enter the command ./format_disks.sh -format_one <the sd ID> <the next available volume 
number>, where <the sd ID> is the sd id of a non-partitioned sd devices that you discovered in Step 
5 and <the next available volume number> is an available volume number that you discovered in 
Step 6.

For example, the following command formats the sd device with the id of sdax and assigns it a 
volume number of 49:

ce-1:/opt/pang/useful # ./format_disks.sh -format_one /dev/sdax 49
Formating: /dev/sdax index for signature 49
disk[49]: /dev/sdax - Erasing boot sector... done
Writing partition table... done
Erasing created partitions... done
Initializing the disk... done
Tuning the filesystem... Marking the disk... done
format_disks.sh: 4.2 finished, see /opt/pang/useful/installog.txt for
details

Step 8 Repeat step 7, using the information from Step 5 and Step 6 to format the remainder of the 
non-partitioned devices and assign them available volume numbers.

Step 9 Reboot all of the cache engines in the grid, except for CE-1, so that they can re-read the formatted disks. 
Follow these commands to reboot the cache engines:

a. From CE-1, enter the command exit to return to the VDS TC management sever.

b. Enter the command ssh root@ce-X, where X is the number of a cache engine that you need to reboot. 

c. Enter the command reboot -f to reboot the cache engine. This will end your SSH session to the cache 
engine and return you to the VDS TC management server.

d. Repeat Step b and Step c for the remaining cache engines.
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Step 10 After you have finished rebooting all of the cache engines, log into each cache engine to confirm that 
the iSCSI connections were established to the replaced enclosure:

a. Enter the command ssh root@ce-X, where X is the number of a cache engine to check.

b. Enter the command iscsiadm -m session. If the iSCSI connections have been established, you will 
see the following results:

tcp: [1] 10.11.14.102:3260,1 iqn.1992-08.com.netapp:2752.600a0980005dde250000000053d8deff
tcp: [2] 10.11.14.103:3260,2 iqn.1992-08.com.netapp:2752.600a0980005dde250000000053d8deff
tcp: [3] 10.11.15.103:3260,2 iqn.1992-08.com.netapp:2752.600a0980005dde250000000053d8deff
tcp: [4] 10.11.15.102:3260,1 iqn.1992-08.com.netapp:2752.600a0980005dde250000000053d8deff
tcp: [5] 10.11.14.104:3260,1 iqn.1992-08.com.netapp:2752.600a0980005dde220000000053d8c40e
tcp: [6] 10.11.15.105:3260,2 iqn.1992-08.com.netapp:2752.600a0980005dde220000000053d8c40e
tcp: [7] 10.11.14.105:3260,2 iqn.1992-08.com.netapp:2752.600a0980005dde220000000053d8c40e
tcp: [8] 10.11.15.104:3260,1 iqn.1992-08.com.netapp:2752.600a0980005dde220000000053d8c40e
tcp: [9] 10.11.14.100:3260,1 iqn.1992-08.com.netapp:2752.600a0980005ddc030000000053d8c4b6
tcp: [10] 10.11.14.101:3260,2 iqn.1992-08.com.netapp:2752.600a0980005ddc030000000053d8c4b6
tcp: [11] 10.11.15.100:3260,1 iqn.1992-08.com.netapp:2752.600a0980005ddc030000000053d8c4b6
tcp: [12] 10.11.15.101:3260,2 iqn.1992-08.com.netapp:2752.600a0980005ddc030000000053d8c4b6

c. Repeat Steps a and b for the remaining cache engines.

Step 11 Follow these steps to restart the VDS TC service:

a. Log into the VDS TC CLI. The CLI prompt console> appears.

b. Enter the command enable to enter Enable mode. At the password prompt that appears, enter the 
enable password. The CLI prompt console# appears.

c. Enter the command oper service start to start the VDS TC service.

d. Wait a few minutes and then enter the command show status to confirm that the VDS TC service 
has started. The Device State should show “started”. For example:

console# show status
Cluster state: enabled

Server Slot          Status               Operational state    Device state         
Administrative state
ce-1                 powered on           enabled              started              
unlocked
ce-2                 powered on           enabled              started              
unlocked
ce-3                 powered on           enabled              started              
unlocked
ce-4                 powered on           enabled              started              
unlocked
ce-5                 powered on           enabled              started              
unlocked
ce-6                 powered on           enabled              started              
unlocked
ce-7                 powered on           enabled              started              
unlocked
ce-8                 powered on           enabled              started              
unlocked
ce-9                 powered on           enabled              started              
unlocked
ce-10                powered on           enabled              started              
unlocked
ce-11                powered on           enabled              started              
unlocked
ce-12                powered on           enabled              started              
unlocked
ce-13                powered on           enabled              started              
unlocked
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ce-14                powered on           enabled              started              
unlocked
ce-15                powered on           enabled              started              
unlocked
ce-16                powered on           enabled              started              
unlocked

e. Enter the command show volumes to confirm that all of the volumes are mounted. For example:

console# show volumes
Licensed volumes : 48
Volume name          State                Owner
/mnt/vol1            mounted              ce-1
/mnt/vol2            mounted              ce-2
/mnt/vol3            mounted              ce-2
/mnt/vol4            mounted              ce-2
/mnt/vol5            mounted              ce-2
/mnt/vol6            mounted              ce-2
/mnt/vol7            mounted              ce-2
/mnt/vol8            mounted              ce-2
/mnt/vol9            mounted              ce-2
/mnt/vol10           mounted              ce-2
/mnt/vol11           mounted              ce-2
/mnt/vol12           mounted              ce-2
/mnt/vol13           mounted              ce-1
/mnt/vol14           mounted              ce-1
/mnt/vol15           mounted              ce-1
/mnt/vol16           mounted              ce-1
/mnt/vol17           mounted              ce-1
/mnt/vol18           mounted              ce-1
/mnt/vol19           mounted              ce-1
/mnt/vol20           mounted              ce-1
/mnt/vol21           mounted              ce-1
/mnt/vol22           mounted              ce-1
/mnt/vol23           mounted              ce-2
/mnt/vol24           mounted              ce-1

Step 12 On the PBR routers, start redirecting traffic to the VDS TC solution.

Step 13 After you have begun redirecting traffic to the VDS TC solution, follow these steps to confirm that the 
volumes on the replaced enclosure are being used:

a. Log into VDS TC Manager and choose Statistics > Storage. 

b. Verify that the status of the volumes show Active and that there is a number other than 0 in the Usage 
% column.
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Figure 12-12 Volume Status and Usage
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C H A P T E R 13

Server Cluster IBM Storage Enclosure 
Replacement Procedure

This chapter discusses the steps that are required to replace a server cluster IBM storage enclosure.

Note If you purchased your IBM storage enclosure from an IBM partner and not from Cisco, please contact 
the IBM partner for help with the storage enclosure replacement.

Note If you are having problems with an IBM storage controller, you must open a support case. Replacing an 
IBM storage controller is not a customer procedure; it must be performed by an authorized IBM 
technician. 

If you purchased the IBM storage enclosure from an IBM partner and not from Cisco, please contact the 
IBM partner to open a case. If you purchased the IBM storage enclosure from Cisco as part of the VDS 
TC solution, please contact Cisco TAC to open a case.

Replacing a Storage Enclosure
Follow this procedure to replace a storage enclosure in the VDS TC cluster installation:

Disconnect a Faulty Storage Enclosure
Follow this procedure to disconnect a faulty storage enclosure:

Procedure

Step 1 As soon as the storage enclosure failure is detected, disconnect the iSCSI data cables from the faulty 
enclosure to restore the system to nominal operation.

Step 2 On the PBR routers, stop redirecting traffic to the VDS TC solution.

Step 3 Follow these steps to stop the VDS TC service:

a. Log into the VDS TC CLI. The CLI prompt console> appears.
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b. Enter the command enable to enter Enable mode. At the password prompt that appears, enter the 
enable password. The CLI prompt console# appears.

c. Enter the command oper service stop to stop the VDS TC service. When the “Are you sure (y/n)” 
prompt appears, enter Y.

d. Wait several minutes and then enter the command show status to confirm that the VDS TC service 
has stopped. The Operational State should show “disabled”, the Device State should show 
“stopped”. The following example is a partial output from a VDS TC Cluster installation:

console# show status
Cluster state: disabled

Server Slot    Status        Operational state    Device state   Administrative state
ce-1           powered on    disabled             stopped        unlocked
ce-2           powered on    disabled             stopped        unlocked
ce-3           powered on    disabled             stopped        unlocked
ce-4           powered on    disabled             stopped        unlocked
ce-5           powered on    disabled             stopped        unlocked
ce-6           powered on    disabled             stopped        unlocked
ce-7           powered on    disabled             stopped        unlocked
ce-8           powered on    disabled             stopped        unlocked
ce-9           powered on    disabled             stopped        unlocked

Note If you do not see an Operational State of “disabled” and a Device State of “stopped” on all of the cache 
engines, wait several more minutes, and repeat the show status command. Do not proceed to Step 4 until 
you see an Operational State of “disabled” and a Device State of “stopped” on all of the cache engines.

Step 4 Follow these steps to reboot the cache engines. You must perform these steps on all of the cache engines:

a. From an SSH connection to the VDS TC management server, enter the command ssh root@ce-#, 
where # is the number of the cache engine you need to reboot. Enter the password for the root user 
when prompted.

b. Enter the command echo b > /proc/sysrq-trigger to reboot the cache engine.

Step 5 After all of the cache engines have rebooted, perform the following steps on all of the cache engines:

a. Enter the yast command.

b. From the YaST Control Center, choose Network Services in the left pane, choose iSCSI Initiator 
from the right pane, and then press Enter.

Note You may need to scroll down in the window to see the iSCSI Initiator option.
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Figure 13-1 iSCSI Initiator

c. From the iSCSI Initiator Overview window, press Alt-D to select Discovered Targets.

Figure 13-2 Discovered Targets
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d. Choose a target that has a Connected status of “False”. You may need to resize the Discovered 
Targets window or scroll to the right to see the Connected column. Press F5 to delete the connected 
node.

Figure 13-3 Discovered Targets - False Status

e. Repeat Steps d for all of the targets that have a Connected status of “False”. When you are finished, 
there should be no more targets listed with a Connected status of “False”.

f. Press F10 to finish the configuration and exit the iSCSI Initiator and then press F9 to quit the YaST 
program.

Step 6 Repeat Step 5 for the remaining cache engines.

Removing the Faulty Storage Volumes
After the failed storage iSCSI connections have been removed from all of the cache engines, follow these 
steps to clean all of the volumes from the cmdb:

Step 1 Log into the VDS TC CLI. The CLI prompt console> appears.

Step 2 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 3 Enter the command show volumes to see the state of the volumes.

Licensed volumes : 72
Volume name State Owner
/mnt/vol1 not mounted
/mnt/vol2 not mounted
/mnt/vol3 not mounted
/mnt/vol4 not mounted
/mnt/vol5 not mounted
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/mnt/vol6 not mounted
/mnt/vol7 not mounted
/mnt/vol8 not mounted
/mnt/vol9 not mounted
/mnt/vol10 not mounted
/mnt/vol11 not mounted
/mnt/vol12 not mounted
/mnt/vol13 not mounted
/mnt/vol14 not mounted
/mnt/vol15 not mounted
/mnt/vol16 not mounted
/mnt/vol17 not mounted
/mnt/vol18 not mounted
/mnt/vol19 not mounted
/mnt/vol20 not mounted
/mnt/vol21 not mounted
/mnt/vol22 not mounted
/mnt/vol23 not mounted
/mnt/vol24 not mounted
/mnt/vol25 not mounted
/mnt/vol26 not mounted
/mnt/vol27 not mounted
/mnt/vol28 not mounted
/mnt/vol29 not mounted
/mnt/vol30 not mounted
/mnt/vol31 not mounted
/mnt/vol32 not mounted
/mnt/vol33 not mounted
/mnt/vol34 not mounted
/mnt/vol35 not mounted
/mnt/vol36 not mounted
/mnt/vol37 not mounted
/mnt/vol38 not mounted
/mnt/vol39 not mounted
/mnt/vol40 not mounted
/mnt/vol41 not mounted
/mnt/vol42 not mounted
/mnt/vol43 not mounted
/mnt/vol44 not mounted
/mnt/vol45 not mounted
/mnt/vol46 not mounted
/mnt/vol47 not mounted
/mnt/vol48 not mounted
/mnt/vol49 inactive
/mnt/vol50 inactive
/mnt/vol51 inactive
/mnt/vol52 inactive
/mnt/vol53 inactive
/mnt/vol54 inactive
/mnt/vol55 inactive
/mnt/vol56 inactive
/mnt/vol57 inactive
/mnt/vol58 inactive
/mnt/vol59 inactive
/mnt/vol60 inactive
/mnt/vol61 inactive
/mnt/vol62 inactive
/mnt/vol63 inactive
/mnt/vol64 inactive
/mnt/vol65 inactive
/mnt/vol66 inactive
/mnt/vol67 inactive
/mnt/vol68 inactive
/mnt/vol69 inactive
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/mnt/vol70 inactive
/mnt/vol71 inactive
/mnt/vol72 inactive

Step 4 For each volume that has a state of “inactive”, enter the command cache volume remove_content. When 
prompted, enter the number of one of the inactive volumes. When the “Are you sure?” message appears, 
enter yes. In this example, volume 49 was identified as “inactive”.

console# cache volume remove_content
Licensed volumes : 72
Please enter volume number <1-72>
49
Are you sure? This will remove all hashes from volume 49.
[yes|no] no : yes
Removing all the content from volume 49...
Done.

Note Repeat Step 4 for any volumes that were marked as “inactive”.

Removing the Faulty Storage Subsystem from the Storage Manager
Follow these steps to remove the faulty storage subsytem from the DS Storage Manager:

Step 1 From an SSH connection to the VDS TC management server logged in as root, enter the following 
commands to start the VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 13-4 VNC Client

Step 3 From the VNC console window, enter the command /opt/IBM_DS/client/SMclient to run the DS 
Storage Manager.

Step 4 Click the Devices tab and in the navigation pane on the left, choose the faulty array. A faulty array will 
have an icon with a red lightening bolt and a status of “Unresponsive”.
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Step 5 In the Management Connections column, click the Out-of-Band Details link. 

Figure 13-5 Out-of-Band Details

Step 6 The Management Connections window appears. From this window, make note of the IP addresses that 
are listed. You will need to assign these same IP addresses to the replacement storage enclosure.

Figure 13-6 Management Connections Window

Step 7 Click Close to close the Management Connections window.

Step 8 Right-click the faulty array and choose Remove > Storage Subsystem.
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Figure 13-7 Remove Storage Subsystem

Step 9 When the Confirm Remove Storage Subsystem dialog box appears, click Yes.

Figure 13-8 Confirm Remove Storage Subsystem

Connecting the Replacement Storage Enclosure
Follow these steps to connect the replacement storage enclosure to the VDS TC cluster system:

Step 1 Follow the procedures in the storage enclosure installation manual to finish disconnecting and physically 
unmounting the failed storage enclosure.
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Step 2 Follow the procedures in the storage enclosure installation manual to connect the replacement storage 
enclosure and assign the appropriate IP addresses to the new enclosure. You will need to connect to the 
default factory assigned IP addresses and change them to the IP addresses that you discovered in Step 6 
of the Removing the Faulty Storage Subsystem from the Storage Manager section. The following IP 
addresses are assigned to the different storage enclosures:

• [ 1]="10.11.18.200 10.11.18.201"

• [ 2]="10.11.18.202 10.11.18.203"

• [ 3]="10.11.18.204 10.11.18.205"

• [ 4]="10.11.18.206 10.11.18.207"

• [ 5]="10.11.18.208 10.11.18.209"

Step 3 From the VNC client connection, enter the command /opt/IBM_DS/client/SMclient to run the DS 
Storage Manager.

Step 4 Click the Devices tab and in the navigation pane on the left, right-click the Management Server and 
choose Add Storage Subsystem.

Figure 13-9 Add Storage Subsystem

Step 5 From the Add New Storage Subsystem Manual window, in the Controller fields enter the IP addresses 
that you discovered in Step 6 of the Removing the Faulty Storage Subsystem from the Storage Manager 
section and then click Add. These IP addresses should match the IP addresses that you configured on 
the storage enclosure in Step 2. In the example in this chapter the IP addresses were 10.11.18.204 and 
10.11.18.205 for replacing storage enclosure 3.
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Figure 13-10 Add New Storage Subsystem

Step 6 From the Storage Subsystem Added window, click No.

Step 7 In the navigation pane on the left, right-click the storage subsystem that you just added and choose 
Manage Storage Subsystem.

Step 8 From the Subsystem Management window, click the Setup tab and then click the Configure iSCSI Host 
Ports link.
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Figure 13-11 Configure the iSCSI Host Ports

Step 9 From the Configure iSCSI Ports window, configure the IP addresses on the Controller A and Controller 
B iSCSI ports. Use the appropriate IP addresses from the appropriate table below, based on which 
storage enclosure you replaced and whether you have 1GB connections or 10GB connections to the 
storage enclosures.

Table 13-1 1 GB Installation iSCSI Port Addresses

Enclosure Port IP Address

Enclosure 1 Controller A, port 3 10.11.14.100

Enclosure 1 Controller A, port 4 10.11.15.100

Enclosure 1 Controller A, port 5 10.11.16.100

Enclosure 1 Controller A, port 6 10.11.17.100

Enclosure 1 Controller B, port 3 10.11.14.101

Enclosure 1 Controller B, port 4 10.11.15.101

Enclosure 1 Controller B, port 5 10.11.16.101

Enclosure 1 Controller B, port 6 10.11.17.101

Enclosure 2 Controller A, port 3 10.11.14.102

Enclosure 2 Controller A, port 4 10.11.15.102

Enclosure 2 Controller A, port 5 10.11.16.102

Enclosure 2 Controller A, port 6 10.11.17.102

Enclosure 2 Controller B, port 3 10.11.14.103

Enclosure 2 Controller B, port 4 10.11.15.103

Enclosure 2 Controller B, port 5 10.11.16.103

Enclosure 2 Controller B, port 6 10.11.17.103

Enclosure 3 Controller A, port 3 10.11.14.104

Enclosure 3 Controller A, port 4 10.11.15.104
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Enclosure 3 Controller A, port 5 10.11.16.104

Enclosure 3 Controller A, port 6 10.11.17.104

Enclosure 3 Controller B, port 3 10.11.14.105

Enclosure 3 Controller B, port 4 10.11.15.105

Enclosure 3 Controller B, port 5 10.11.16.105

Enclosure 3 Controller B, port 6 10.11.17.105

Enclosure 4 Controller A, port 3 10.11.14.106

Enclosure 4 Controller A, port 4 10.11.15.106

Enclosure 4 Controller A, port 5 10.11.16.106

Enclosure 4 Controller A, port 6 10.11.17.106

Enclosure 4 Controller B, port 3 10.11.14.107

Enclosure 4 Controller B, port 4 10.11.15.107

Enclosure 4 Controller B, port 5 10.11.16.107

Enclosure 4 Controller B, port 6 10.11.17.107

Enclosure 5 Controller A, port 3 10.11.14.108

Enclosure 5 Controller A, port 4 10.11.15.108

Enclosure 5 Controller A, port 5 10.11.16.108

Enclosure 5 Controller A, port 6 10.11.17.108

Enclosure 5 Controller B, port 3 10.11.14.109

Enclosure 5 Controller B, port 4 10.11.15.109

Enclosure 5 Controller B, port 5 10.11.16.109

Enclosure 5 Controller B, port 6 10.11.17.109

Table 13-1 1 GB Installation iSCSI Port Addresses (continued)

Enclosure Port IP Address

Table 13-2 10 GB Installation iSCSI Port Addresses

Enclosure Port IP Address

Enclosure 1 Controller A, port 3 10.11.14.100

Enclosure 1 Controller B, port 3 10.11.14.101

Enclosure 2 Controller A, port 3 10.11.14.102

Enclosure 2 Controller B, port 3 10.11.14.103

Enclosure 3 Controller A, port 3 10.11.14.104

Enclosure 3 Controller B, port 3 10.11.14.105

Enclosure 4 Controller A, port 3 10.11.14.106

Enclosure 4 Controller B, port 3 10.11.14.107

Enclosure 5 Controller A, port 3 10.11.14.108

Enclosure 5 Controller B, port 3 10.11.14.109
13-12
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 13      Server Cluster IBM Storage Enclosure Replacement Procedure
  Replacing a Storage Enclosure
Step 10 Check the Enable ICMP Ping Responses check box and uncheck the Enable IPv6 check box.

Step 11 Click the Advanced Port Settings button. In the Advanced Port Settings window, check the Enable 
Jumbo Frames check box and enter an MTU of 9000.

Configure the New Storage Enclosure
Follow these steps to configure the new storage enclosure:

Step 1 From an SSH connection to the VDS TC management server logged in as root, enter the command cd 
/opt/pang/useful/configure_storages to change directories. 

Step 2 Enter the command ./configure_storages.py -s <the # of storage enclosures in the system> 
-n < the number of the replaced storage enclosure> -b <the number of the CEs in the system>.

For example, for a system with 8 cache engines and 3 storage enclosures, where the third storage 
enclosure was replaced, enter the following command:

./configure_storages_pa.sh -s 3 -n 3 -b 8.

Step 3 Follow the on screen instructions. If prompted, enter the password for the root user that was provided by 
Cisco.

Note You may be prompted to enter the password several times.

Step 4 From the VNC console window, open the DS Storage Manager if it is not already open. If the storage 
enclosure that you replaced shows that it is in recovery mode and has a name of “Storage Subsystem 
Unnamed” perform the following steps:

a. Right-click the Storage Subsystem unnamed and choose Manage Storage Subsystem.
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Figure 13-12 IBM DS Storage Manager

b. From the Unamed Subsystem Management window, choose Monitor > Health > Clear Recovery 
Mode.
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Figure 13-13 Clear Recovery Mode

c. From the popup window, enter clear recovery mode in the text box. 

d. Click OK.

Figure 13-14 Clear Recovery Mode
13-15
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 13      Server Cluster IBM Storage Enclosure Replacement Procedure
  Replacing a Storage Enclosure
e. From the IBM DS Storage Manager, right-click the unnamed storage subsystem icon and choose 
Rename from the pop-up menu.

Figure 13-15 Rename Storage Subsystem

f. In the Rename Storage Subsystem window that appears, enter the name for the storage subsystem, 
such as Enclosure-1, and click OK.

Figure 13-16 Rename Storage Subsystem Dialog Box

g. When the Warning Message appears, click Yes.
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Figure 13-17 Warning Message

Step 5 To perform disk partitioning you must log into CE-1. To log into CE-1, from the SSH connection to the 
VDS TC management server, enter the command ssh root@ce-1. 

Step 6 To find the non-partitioned sd devices, enter the command fdisk -l. Look for the sd devices that say 
“doesn't contain a valid partition table”. Make note of these devices. These are the devices that you will 
need to format. 

For example, in the following output sd devices sdax, sday, and sdaz are non-partitioned sd devices 
because they show “doesn't contain a valid partition table” as part of their output.

# fdisk -l
. . .
Disk /dev/sdaw: 299.4 GB, 299462819840 bytes
255 heads, 63 sectors/track, 36407 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Disk identifier: 0x00000000

Device Boot Start End Blocks Id System
/dev/sdaw1 1 1  8001 83 Linux
/dev/sdaw2 2 2050 16458592+ 83 Linux
/dev/sdaw3  2051 2573  4200997+ 83 Linux
/dev/sdaw4  2574  36407 271771605 83 Linux

Disk /dev/sdax: 299.4 GB, 299462819840 bytes
255 heads, 63 sectors/track, 36407 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Disk identifier: 0x00000000

Disk /dev/sdax doesn't contain a valid partition table

Disk /dev/sday: 299.4 GB, 299462819840 bytes
255 heads, 63 sectors/track, 36407 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Disk identifier: 0x00000000

Disk /dev/sday doesn't contain a valid partition table
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Disk /dev/sdaz: 299.4 GB, 299462819840 bytes
255 heads, 63 sectors/track, 36407 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Disk identifier: 0x00000000

Disk /dev/sdaz doesn't contain a valid partition table

Step 7 Next you must determine an available volume number. You will use this information to format the drives 
of the replacement storage array in the next step. To determine available volume numbers, enter the 
command /opt/pang/bin/fdisk.sh. For example, in the following output, there are no gaps in the middle 
of the volumes. The next available volume number is 49.

ce-1:/opt/pang/bin # /opt/pang/bin/fdisk.sh
PeerApp,0001,U /dev/sdz1
PeerApp,0002,U /dev/sdaa1
PeerApp,0003,U /dev/sdab1
PeerApp,0004,U /dev/sdac1
PeerApp,0005,U /dev/sdad1
PeerApp,0006,U /dev/sdae1
PeerApp,0007,U /dev/sdaf1
PeerApp,0008,U /dev/sdag1
PeerApp,0009,U /dev/sdah1
PeerApp,0010,U /dev/sdai1
PeerApp,0011,U /dev/sdaj1
PeerApp,0012,U /dev/sdak1
PeerApp,0013,U /dev/sdal1
PeerApp,0014,U /dev/sdam1
PeerApp,0015,U /dev/sdan1
PeerApp,0016,U /dev/sdao1
PeerApp,0017,U /dev/sdap1
PeerApp,0018,U /dev/sdaq1
PeerApp,0019,U /dev/sdar1
PeerApp,0020,U /dev/sdas1
PeerApp,0021,U /dev/sdat1
PeerApp,0022,U /dev/sdau1
PeerApp,0023,U /dev/sdav1
PeerApp,0024,U /dev/sdaw1
PeerApp,0025,U /dev/sdb1
PeerApp,0026,U /dev/sdc1
PeerApp,0027,U /dev/sdd1
PeerApp,0028,U /dev/sde1
PeerApp,0029,U /dev/sdf1
PeerApp,0030,U /dev/sdg1
PeerApp,0031,U /dev/sdh1
PeerApp,0032,U /dev/sdi1
PeerApp,0033,U /dev/sdj1
PeerApp,0034,U /dev/sdk1
PeerApp,0035,U /dev/sdl1
PeerApp,0036,U /dev/sdm1
PeerApp,0037,U /dev/sdn1
PeerApp,0038,U /dev/sdo1
PeerApp,0039,U /dev/sdp1
PeerApp,0040,U /dev/sdq1
PeerApp,0041,U /dev/sdr1
PeerApp,0042,U /dev/sds1
PeerApp,0043,U /dev/sdt1
PeerApp,0044,U /dev/sdu1
PeerApp,0045,U /dev/sdv1
PeerApp,0046,U /dev/sdw1
PeerApp,0047,U /dev/sdx1
PeerApp,0048,U /dev/sdy1
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Note You can use a number available in the middle if there is a gap, or you can use the next available number 
after the highest volume number.

Step 8 Follow these steps to format all of the non-partitioned sd devices that you discovered in Step 6 one at a 
time:

a. Enter the command cd /opt/pang/useful to change directories.

b. Enter the command ./format_disks.sh -format_one <the sd ID> <the next available volume 
number>, where <the sd ID> is the sd id of a non-partitioned sd devices that you discovered in Step 
6 and <the next available volume number> is an available volume number that you discovered in 
Step 7.

For example, the following command formats the sd device with the id of sdax and assigns it a 
volume number of 49:

ce-1:/opt/pang/useful # ./format_disks.sh -format_one /dev/sdax 49
Formating: /dev/sdax index for signature 49
disk[49]: /dev/sdax - Erasing boot sector... done
Writing partition table... done
Erasing created partitions... done
Initializing the disk... done
Tuning the filesystem... Marking the disk... done
format_disks.sh: 4.2 finished, see /opt/pang/useful/installog.txt for
details

Step 9 Repeat step 8, using the information from Step 6 and Step 7 to format the remainder of the 
non-partitioned devices and assign them available volume number.

Step 10 Reboot all of the cache engines in the grid, except for CE-1, so that they can re-read the formatted disks. 
Follow these commands to reboot the cache engines:

a. From CE-1, enter the command exit to return to the VDS TC management sever.

b. Enter the command ssh root@ce-X, where X is the number of a cache engine that you need to reboot. 

c. Enter the command reboot -f to reboot the cache engine. This will end your SSH session to the cache 
engine and return you to the VDS TC management server.

d. Repeat Step b and Step c for the remaining cache engines.

Step 11 After you have finished rebooting all of the cache engines, log into each cache engine to confirm that 
the iSCSI connections were established to the replaced enclosure:

a. Enter the command ssh root@ce-X, where X is the number of a cache engine to check.

b. Enter the command iscsiadm -m session. If the iSCSI connections have been established, you will 
see the following results:

tcp: [1] 10.11.14.102:3260,1 iqn.1992-08.com.netapp:2752.600a0980005dde250000000053d8deff
tcp: [2] 10.11.14.103:3260,2 iqn.1992-08.com.netapp:2752.600a0980005dde250000000053d8deff
tcp: [3] 10.11.15.103:3260,2 iqn.1992-08.com.netapp:2752.600a0980005dde250000000053d8deff
tcp: [4] 10.11.15.102:3260,1 iqn.1992-08.com.netapp:2752.600a0980005dde250000000053d8deff
tcp: [5] 10.11.14.104:3260,1 iqn.1992-08.com.netapp:2752.600a0980005dde220000000053d8c40e
tcp: [6] 10.11.15.105:3260,2 iqn.1992-08.com.netapp:2752.600a0980005dde220000000053d8c40e
tcp: [7] 10.11.14.105:3260,2 iqn.1992-08.com.netapp:2752.600a0980005dde220000000053d8c40e
tcp: [8] 10.11.15.104:3260,1 iqn.1992-08.com.netapp:2752.600a0980005dde220000000053d8c40e
tcp: [9] 10.11.14.100:3260,1 iqn.1992-08.com.netapp:2752.600a0980005ddc030000000053d8c4b6
tcp: [10] 10.11.14.101:3260,2 iqn.1992-08.com.netapp:2752.600a0980005ddc030000000053d8c4b6
tcp: [11] 10.11.15.100:3260,1 iqn.1992-08.com.netapp:2752.600a0980005ddc030000000053d8c4b6
tcp: [12] 10.11.15.101:3260,2 iqn.1992-08.com.netapp:2752.600a0980005ddc030000000053d8c4b6
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c. Repeat Steps a and b for the remaining cache engines.

Step 12 Follow these steps to restart the VDS TC service:

a. Log into the VDS TC CLI. The CLI prompt console> appears.

b. Enter the command enable to enter Enable mode. At the password prompt that appears, enter the 
enable password. The CLI prompt console# appears.

c. Enter the command oper service start to start the VDS TC service.

d. Wait a few minutes and then enter the command show status to confirm that the VDS TC service 
has started. The Device State should show “started”. For example:

console# show status
Cluster state: enabled

Server Slot          Status               Operational state    Device state         
Administrative state
ce-1                 powered on           enabled              started              
unlocked
ce-2                 powered on           enabled              started              
unlocked
ce-3                 powered on           enabled              started              
unlocked
ce-4                 powered on           enabled              started              
unlocked
ce-5                 powered on           enabled              started              
unlocked
ce-6                 powered on           enabled              started              
unlocked
ce-7                 powered on           enabled              started              
unlocked
ce-8                 powered on           enabled              started              
unlocked
ce-9                 powered on           enabled              started              
unlocked
ce-10                powered on           enabled              started              
unlocked
ce-11                powered on           enabled              started              
unlocked
ce-12                powered on           enabled              started              
unlocked
ce-13                powered on           enabled              started              
unlocked
ce-14                powered on           enabled              started              
unlocked
ce-15                powered on           enabled              started              
unlocked
ce-16                powered on           enabled              started              
unlocked

e. Enter the command show volumes to confirm that all of the volumes show mounted. For example:

console# show volumes
Licensed volumes : 48
Volume name          State                Owner
/mnt/vol1            mounted              ce-1
/mnt/vol2            mounted              ce-2
/mnt/vol3            mounted              ce-2
/mnt/vol4            mounted              ce-2
/mnt/vol5            mounted              ce-2
/mnt/vol6            mounted              ce-2
/mnt/vol7            mounted              ce-2
/mnt/vol8            mounted              ce-2
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/mnt/vol9            mounted              ce-2
/mnt/vol10           mounted              ce-2
/mnt/vol11           mounted              ce-2
/mnt/vol12           mounted              ce-2
/mnt/vol13           mounted              ce-1
/mnt/vol14           mounted              ce-1
/mnt/vol15           mounted              ce-1
/mnt/vol16           mounted              ce-1
/mnt/vol17           mounted              ce-1
/mnt/vol18           mounted              ce-1
/mnt/vol19           mounted              ce-1
/mnt/vol20           mounted              ce-1
/mnt/vol21           mounted              ce-1
/mnt/vol22           mounted              ce-1
/mnt/vol23           mounted              ce-2
/mnt/vol24           mounted              ce-1

Step 13 On the PBR routers, start redirecting traffic to the VDS TC solution.

Step 14 After you have begun redirecting traffic to the VDS TC solution, follow these steps to confirm that the 
volumes on the replaced enclosure are being used:

a. Log into VDS TC Manager and choose Statistics > Storage. 

b. Verify that the status of the volumes show Active and that there is a number other than 0 in the Usage 
% column.
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Figure 13-18 Volume Status and Usage
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VDS TC Integrated Appliance Cache Disk 
Replacement

This chapter discusses the steps that are required to replace a cache disk in a VDS TC Integrated 
Appliance installation.

Symptoms of a Failed VDS TC Storage Disk
One symptom of a failed storage disk is if the following message frequently appears in the SNMP traps 
section of the Status > Dashboard window in the VDS TC Manager:

“warning: Volume /dev/volume_name (volume_id) is turned OFF because of errors” 

For example:

“warning: Volume /dev/sd03 (id 12) is turned OFF because of errors” 
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Figure 14-1 SNMP Traps Message

Please note that this error message can also be caused by problems other than a failed disk.

Note The Volume Usage window in VDS TC Manager, available at Statistics > Storage, may show the Volume 
State as active even if the drive has failed, as seen in the screenshots below.
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Figure 14-2 Volume Usage Tab

Integrated Appliance Cache Disk Replacement Procedure
Follow this procedure to replace a cache disk in a VDS TC Integrated Appliance installation:

Installing the Storage Manager

Procedure

Step 1 Perform the following steps to download the latest version of the MegaRaid Storage Manager for Linux 
64 bit.

a. Go to http://www.avagotech.com/support. 

b. From the main Support page that appears, under Find Documentation and Downloads, click 
Support Documents and Downloads. The Support Document and Downloads window appears.

c. From the Product Family drop-down list choose All Server Storage, in the Product drop-down list 
leave All selected, and from the Asset Type drop-down list choose Management Software and 
Tools. Click Search.

d. From the search results window that appears, click Management Software and Tools.
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e. From the list that appears, in the row labeled “Latest MegaRAID Storage Manager (MSM)" for 
Linux 64-bit, click the download icon.

f. From the Download Agreement window that appears, click I agree to continue the download.

Step 2 Use SCP software, such as WinSCP, to copy the file that you download to the /tmp directory on the VDS 
TC Integrated Appliance.

Step 3 Using SSH software, such as Putty, open an SSH connection to the IP address of the VDS TC Integrated 
Appliance.

Step 4 Log into the system using the username padmin and the password provided by Cisco.

Step 5 Enter the command su root to change to the root user. Enter the password for the root user when prompted. 
This password is provided by Cisco.

Step 6 Enter the command cd /opt/pang/utilities/RAID to change directories.

Step 7 To move the file that you downloaded in Step 1 to the correct folder, enter the command mv 
/tmp/LSI_mgr_filename, where LSI_mgr_filename is the name of the file that you copied to the /tmp 
folder in Step 1.

Step 8 Enter the command tar -zxvf LSI_mgr_filename.tar.gz, where LSI_mgr_filename.tar.gz is the name of 
the file that you downloaded in Step 1, to extract the Storage Manager files.

Step 9 Enter the command cd disk.

Step 10 Enter the command find . -name "*snmp*" -exec rm -v {} \;

Step 11 To start installing the Storage Manager, enter the command ./install.csh.

Step 12 When the License Agreement appears, read the agreement and press Y to accept the license agreement 
and continue with the installation.

Figure 14-3 Accept the Storage Manager License Agreement 
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Step 13 When asked to choose the Setup Type, enter 4. This option will only install components required for 
local configuration.

Figure 14-4 Setup Type

Step 14 When prompted to enter the key size, enter 1.

Figure 14-5 Enter the Key Size

Step 15 When prompted to enter the Alert Notifications of Users Choice, enter 1.
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Figure 14-6 Alert Notifications of Users Choice

Step 16 Wait for the Storage Manager installation to complete and then proceed to the Replacing the Integrated 
Appliance Cache Disk task.

Replacing the Integrated Appliance Cache Disk
Follow this procedure to replace the failed cache disk in a VDS TC Integrated Appliance installation.

Procedure

Step 1 Enter the following commands to start the VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 2 Use a VNC client to connect from your local computer to the VDS TC management server.

Figure 14-7 VNC Client

Step 3 From the VNC console window, enter the command cd /usr/local/MegaRAID\ Storage\ Manager/ and 
then enter the command ./startupui.sh to start the MegaRAID Storage Manager.
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Note In order to run the MegaRAID Storage Manager, you may need to restart the Vivaldi framework program. 
To restart the Vivaldi framework program, enter the command /etc/init.d/vivaldiframeworkd start while 
logged into the VDS TC Integrated Appliance as root. After you are finished using Storage Manager, 
remember to stop the Vivaldi framework program be entering the /etc/init.d/vivaldiframeworkd stop 
command.

Step 4 From the Storage Manager login window, login in as root by entering the username root and the 
password for the root user, and then click Login.

Figure 14-8 Storage Manager Login Window

Step 5 From the MegaRAID Storage Manager window, click the Physical tab. The drive that failed will show 
a status of Failed.

Step 6 Follow the “Drive Replacement Procedure” in the “Maintaining the Server” chapter of the Cisco UCS 
C240 Server Installation and Service Guide located at 
http://www.cisco.com/en/US/docs/unified_computing/ucs/c/hw/C240/install/replace.html#wp1220308, 
to replace the faulty hard drive.

Step 7 After the disk has been replaced, using SSH software log back into the VDS TC Integrated Appliance, 
using the username padmin.

Step 8 Enter the command su root to change to the root user. Enter the password for the root user when prompted. 
This password is provided by Cisco.

Step 9 Enter the following commands to start the VNC server:

a. rm /tmp/.X1-lock (This step is optional. It is only required if there is a leftover lock file from a 
previous vncserver instance.)

b. rm /tmp/.X11-unix/X1 (This step is optional. It is only required if there is a leftover lock file from 
a previous vncserver instance.)

c. vncserver :1

Step 10 Use a VNC client to connect from your local computer to the VDS TC management server.
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Figure 14-9 VNC Client

Step 11 From the VNC console window, enter the command cd /usr/local/MegaRAID\ Storage\ Manager/ and 
then enter the command ./startupui.sh.

Step 12 From the Storage Manager login window, login in as root by entering the username root and the 
password for the root user, and then click Login.

Figure 14-10 Storage Manager Login Window

Step 13 From the MegaRAID Storage Manager window, click the Physical tab. The new disk should show a 
status of “Unconfigured Good”.
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Figure 14-11 Storage Manager Physical Tab

Step 14 To recreate the LUN, right-click the RAID controller and choose Create Virtual Drive.

Figure 14-12 Create Virtual Drive

Step 15 If Create Virtual Drive option appeared in Step 14, go on to Step 16. If the Create Virtual Drive option 
did not appear in the pop-up menu in Step 14, follow these steps:

a. Right-click the raid controller and choose Scan Foreign Configuration and when prompted, clear 
it.

b. Right-click the raid controller and choose Preserved Cache and when prompted, follow the 
directions on the screen to clear it.

c. Check if there are any unnecessary processes running (if there are, cancel them).

d. Right-click the RAID controller and choose Create Virtual Drive.

Step 16 From the Storage Manager window that appears, choose Advanced and click Next.

Step 17 From the RAID Level drop-down list on the Create Drive Group window, choose RAID 0.

Step 18 In the Select Unconfigured Drives pane, choose the drive that is listed and click Add.
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Figure 14-13 Select Unconfigured Drive

Step 19 Click Create Drive Group and then click Next.

Figure 14-14 Create Drive Group

Step 20 From the Parameters Configuration window, configure the following values exactly as they appear:

• Initialization State: Fast Initialization

• Strip Size: 256 KB

• Read Policy: No Read Ahead

• Write Policy: Always Write Back

• I/O Policy: Direct IO

• Access Policy: Read Write

• Disk Cache Policy: Enabled
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Step 21 Click Create Virtual Drive.

Figure 14-15 Virtual Drive Configuration Parameters

Step 22 When the Always Write Back Selected dialog box appears, click Yes and then click Next in the next 
window.

Figure 14-16 Always Write Back Selected Dialog Box

Step 23 From the Create Virtual Drive Summary window, review the settings and click Finish to finish creating 
the virtual drive if the settings are correct. If any of the settings are wrong, click Back to correct them.
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Figure 14-17 Create Virtual Drive Summary

Step 24 Exit the MegaRAID Storage Manager.

Step 25 Close the VNC client.

Step 26 When not using the MegaRaid Storage Manager, it is a best practice to stop the Vivaldi framework 
program. From the SSH connection to the VDS TC Integrated Appliance while still logged in as root, 
perform the following steps to stop the Vivaldi framework program and prevent it from automatically 
starting on a reboot of the system: 

a. Enter the command /etc/init.d/vivaldiframeworkd stop to stop the Vivaldi framework program. 

b. To confirm that the program is stopped, enter the /etc/init.d/vivaldiframeworkd status command. 
If the program is stopped, you will see the message “Framework is stopped...”

c. Enter the command chkconfig vivaldiframeworkd off to make sure the Vivaldi framework program 
is not automatically started on a reboot of the system. To confirm that the program is disabled, enter 
the command chkconfig vivaldiframeworkd. If the program is disabled, you should see the 
message “vivaldiframeworkd off.”

Note If you need to run the Storage Manager, you will need to restart the Vivaldi framework program. To 
restart the Vivaldi framework program, enter the command /etc/init.d/vivaldiframeworkd start while 
logged into the VDS TC Integrated Appliance as root. After you are finished using Storage Manager, 
remember to stop the Vivaldi framework program be entering the /etc/init.d/vivaldiframeworkd stop 
command.

Step 27 From the SSH connection to the VDS TC Integrated Appliance, enter the command cd /opt/pang/bin/ 
to change directories and then enter the command ./fdisk.sh to find the missing drive. (This will 
represent the drive that you replaced.) For example, based on the following results from the ./fdisk.sh 
command, volume #11 is the missing volume because PeerApp,0011,U does not appear:

ce-1:/opt/pang/bin # cd /opt/pang/bin/
ce-1:/opt/pang/bin # ./fdisk.sh
PeerApp,0001,U /dev/sdb1
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PeerApp,0002,U /dev/sdc1
PeerApp,0003,U /dev/sdd1
PeerApp,0004,U /dev/sde1
PeerApp,0005,U /dev/sdf1
PeerApp,0006,U /dev/sdg1
PeerApp,0007,U /dev/sdh1
PeerApp,0008,U /dev/sdi1
PeerApp,0009,U /dev/sdj1
PeerApp,0010,U /dev/sdk1
PeerApp,0012,U /dev/sdm1

Step 28 Once you have determined the drive that was replaced, you need to remove the hashes for this volume 
from the database. Enter the su admin command to log into the VDS TC CLI. The CLI prompt console> 
appears.

Step 29 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 30 Enter the command cache volume remove_content. When prompted, enter the volume number of the 
missing volume that you discovered in Step 27. When prompted to confirm that you want to remove all 
hashes from the volume, enter Y. For example:

Please enter volume number <1-11>
11
Are you sure? This will remove all hashes from volume 11.
[yes|no] no : yes
Removing all the content from volume 11...
Done.
console#

Step 31 Enter the exit command to exit Enable mode, and then enter the exit command to exit the VDS TC CLI.

Step 32 Next you need to find the sd device name of the newly inserted disk. Enter the command fdisk -l | less 
to determine this information. For example, based on the following output, /dev/sdl is the likely sd device 
name of the replaced drive because of the unpartitioned drive of a size 600gb:

ce-1:/opt/pang/bin # fdisk -l | less
...
Disk /dev/sdm: 598.9 GB, 598999040000 bytes
255 heads, 63 sectors/track, 72824 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Disk identifier: 0x00000000
Device Boot Start End Blocks Id System
/dev/sdm1 1 1 8001 83 Linux
/dev/sdm2 2 2050 16458592+ 83 Linux
/dev/sdm3 2051 2573 4200997+ 83 Linux
/dev/sdm4 2574 72824 564291157+ 83 Linux
...
Disk /dev/sdl: 598.9 GB, 598999040000 bytes
255 heads, 63 sectors/track, 72824 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Disk identifier: 0x00000000
...

Step 33 Once you have determined the sd device name of the newly installed drive, you must format the new disk 
using this sd device name. 

To format the disk, enter the command /usr/bin/sudo /opt/pang/useful/format_disks.sh -format_one 
/dev/sd_device_name disk_replaced_number, where sd_device_name is the sd device name that you 
discovered in Step 32 and disk_replaced_number is the disk number that you discovered in Step 27. 
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For example, to format a drive that has an sd device name of /dev/sdl and a volume number of 11, enter 
the command /usr/bin/sudo /opt/pang/useful/format_disks.sh -format_one /dev/sdn 12. The 
following example output will appear:

/usr/bin/sudo /opt/pang/useful/format_disks.sh -format_one /dev/sdn 12
Formatting /dev/sdn (disk index: 12)
format_disks.sh: 4.4 finished, see /root/installog.txt for details
ce-1:~ #

Step 34 To finish the process you must restart the VDS TC software and its services. Follow these steps to restart 
the VDS TC software and services:

a. Log into the VDS TC CLI. The CLI prompt console> appears.

b. Enter the command enable to enter Enable mode. At the password prompt that appears, enter the 
enable password. The CLI prompt console# appears.

c. Enter the command oper service stop to stop the VDS TC service. When prompted to confirm the 
restart, enter Y.

d. Enter the command oper service start to restart the VDS TC service.
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System Disk Replacement in a VDS TC C-Series 
Server Installation

This chapter discusses how to determine when a VDS TC C-Series Server system disk has failed and the 
steps that are required to replace the failed system disk.

Symptoms of a Failed VDS TC C-Series Server Failed System 
Disk

For the VDS TC solution, the two system disks of the VDS TC C-Series Server use a RAID 1 mirror 
configuration. An alarm sounds on the MegaRAID controller when a virtual drive changes from an 
optimal state to another state, when a hot spare rebuilds, and for test purposes. 

Beep Codes
For a RAID 1 configuration, the MegaRAID controller issues the following beep codes in case of a 
failure:

• If one of the mirrored drives is lost, the virtual drive state will be “Degraded” and the MegaRAID 
controller will issue a beep code of 1 second on and 1 second off.

• If both drives are lost in a RAID 1 configuration, the state will be “Offline” and the Mega RAId 
controller will issue a beep code of 3 seconds on and 1 second off.

SNMP Traps
In addition, when a system disk fails, the Cisco Integrated Management Controller (CIMC) will send out 
SNMP traps. The following is an example of these SNMP traps in the snmpd log files:

Jun  6 16:49:47 sismith-u5 snmptrapd[8790]: 2014-06-06 16:49:47 10.8.16.73 [UDP: 
[10.8.16.73]:39094->[10.8.16.1]]: .1.3.6.1.2.1.1.3.0 = Timeticks: (2680730) 
7:26:47.30^I.1.3.6.1.6.3.1.1.4.1.0 = OID: .1.3.6.1.4.1.9.9.719.0.2^I.1.3.6.1.4.1.9.9.719.1.1.1.1.1.69 = 
INTEGER: 255^I.1.3.6.1.4.1.9.9.719.1.1.1.1.11.69 = STRING: "HDD2_STATUS: Drive Slot sensor, 
Drive Presence was deasserted"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.4.69 = OID: 
.1.3.6.1.4.1.9.9.719.1.45.2.1.1^I.1.3.6.1.4.1.9.9.719.1.1.1.1.5.69 = STRING: 
"sys/rack-unit-1/board/hdd-1"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.10.69 = Hex-STRING: 07 DD 06 06 17 31 
29 00 ^I.1.3.6.1.4.1.9.9.719.1.1.1.1.14.69 = Hex-STRING: 07 DD 06 06 17 31 29 00 
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^I.1.3.6.1.4.1.9.9.719.1.1.1.1.9.69 = INTEGER: 181^I.1.3.6.1.4.1.9.9.719.1.1.1.1.22.69 = INTEGER: 
5^I.1.3.6.1.4.1.9.9.719.1.1.1.1.7.69 = INTEGER: 0^I.1.3.6.1.4.1.9.9.719.1.1.1.1.20.69 = INTEGER: 
0^I.1.3.6.1.4.1.9.9.719.1.1.1.1.16.69 = Counter32: 1

Jun  6 16:49:50 sismith-u5 snmptrapd[8790]: 2014-06-06 16:49:50 10.8.16.73 [UDP: 
[10.8.16.73]:39094->[10.8.16.1]]: .1.3.6.1.2.1.1.3.0 = Timeticks: (2681527) 
7:26:55.27^I.1.3.6.1.6.3.1.1.4.1.0 = OID: .1.3.6.1.4.1.9.9.719.0.1^I.1.3.6.1.4.1.9.9.719.1.1.1.1.1.14001 
= INTEGER: 0^I.1.3.6.1.4.1.9.9.719.1.1.1.1.11.14001 = STRING: "State change on VD 00/0 from 
OPTIMAL(3) to DEGRADED(2)"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.4.14001 = OID: 
.1.3.6.1.4.1.9.9.719.1.45.8.1.1^I.1.3.6.1.4.1.9.9.719.1.1.1.1.5.14001 = STRING: 
"sys/rack-unit-1/board/storage-SAS-4/lun-"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.10.14001 = STRING: 
"unknown"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.14.14001 = STRING: 
"unknown"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.9.14001 = INTEGER: 
884^I.1.3.6.1.4.1.9.9.719.1.1.1.1.22.14001 = INTEGER: 5^I.1.3.6.1.4.1.9.9.719.1.1.1.1.7.14001 = 
INTEGER: 0^I.1.3.6.1.4.1.9.9.719.1.1.1.1.20.14001 = INTEGER: 
1^I.1.3.6.1.4.1.9.9.719.1.1.1.1.16.14001 = Counter32: 1

VDS TC C-Series Server System Disk Replacement Procedure
Follow this procedure to replace a failed system disk in a VDS TC C-Series Server installation:

Note We recommend following industry standard practice of using drives of the same capacity when creating 
RAID volumes. If drives of different capacities are used, the usable portion of the smallest drive will be 
used on all drives that make up the RAID volume.

Before You Begin

Step 1 Follow these steps to stop the server VDS TC application:

a. Log into the VDS TC CLI. The CLI prompt console> appears.

b. Enter the command enable to enter Enable mode. At the password prompt that appears, enter the 
enable password. The CLI prompt console# appears.

c. Enter the command oper service stop to stop the VDS TC caching service.

d. Wait a few minutes and then enter the command show status. Confirm that the Device State shows 
“stopped.”

Procedure

Step 1 Physically remove the failed drive. Replace a failed HDD or SSD with a drive of the same size, model, 
and manufacturer. If needed, refer to the service note for your server model. In general, the steps are 
similar for most models.

Step 2 Insert the replacement drive in the VDS TC C-Series server. Refer to the “Cisco UCS C220 Server 
Installation and Service Guide” or the “Cisco UCS C240 Server Installation and Service Guide” for 
information on this process. The replacement drive should start automatically resynchronizing.

Step 3 Wait for the mirror synchronization to complete. You can monitor the status from the Avago 
Configuration Utility. 
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Note The time to complete the synchronization can vary depending on the size of the disks in the RAID array.

Step 4 When the mirror synchronization is complete, log into the VDS TC CLI. The CLI prompt console> 
appears.

Step 5 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 6 Enter the command oper service start to start the VDS TC caching service.

Step 7 Wait a few minutes and then enter the command show status.

Step 8 From the MegaRaid Storage Manager, confirm that the replaced drive shows a status of “Online”.
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System Disk Replacement in a VDS TC Blade 
Server Installation

This chapter discusses how to determine when a VDS TC Blade Server system disk has failed and the 
steps that are required to replace the failed system disk.

Symptoms of a Failed VDS TC Blade Server Failed System Disk
For the VDS TC Blade Server, the two system disks use a RAID 1 mirror configuration. An alarm sounds 
on the MegaRAID controller when a virtual drive changes from an optimal state to another state, when 
a hot spare rebuilds, and for test purposes. 

Beep Codes
For a RAID 1 configuration, the MegaRAID controller issues the following beep codes in case of a 
failure:

• If one of the mirrored drives is lost, the virtual drive state will be “Degraded” and the MegaRAID 
controller will issue a beep code of 1 second on and 1 second off.

• If both drives are lost in a RAID 1 configuration, the state will be “Offline” and the Mega RAID 
controller will issue a beep code of 3 seconds on and 1 second off.

SNMP Traps
In addition, when a system disk fails, the Cisco Integrated Management Controller (CIMC) will send out 
SNMP traps. The following is an example of these SNMP traps in the snmpd log files:

Jun  6 16:49:47 sismith-u5 snmptrapd[8790]: 2014-06-06 16:49:47 10.8.16.73 [UDP: 
[10.8.16.73]:39094->[10.8.16.1]]: .1.3.6.1.2.1.1.3.0 = Timeticks: (2680730) 
7:26:47.30^I.1.3.6.1.6.3.1.1.4.1.0 = OID: .1.3.6.1.4.1.9.9.719.0.2^I.1.3.6.1.4.1.9.9.719.1.1.1.1.1.69 = 
INTEGER: 255^I.1.3.6.1.4.1.9.9.719.1.1.1.1.11.69 = STRING: "HDD2_STATUS: Drive Slot sensor, 
Drive Presence was deasserted"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.4.69 = OID: 
.1.3.6.1.4.1.9.9.719.1.45.2.1.1^I.1.3.6.1.4.1.9.9.719.1.1.1.1.5.69 = STRING: 
"sys/rack-unit-1/board/hdd-1"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.10.69 = Hex-STRING: 07 DD 06 06 17 31 
29 00 ^I.1.3.6.1.4.1.9.9.719.1.1.1.1.14.69 = Hex-STRING: 07 DD 06 06 17 31 29 00 
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^I.1.3.6.1.4.1.9.9.719.1.1.1.1.9.69 = INTEGER: 181^I.1.3.6.1.4.1.9.9.719.1.1.1.1.22.69 = INTEGER: 
5^I.1.3.6.1.4.1.9.9.719.1.1.1.1.7.69 = INTEGER: 0^I.1.3.6.1.4.1.9.9.719.1.1.1.1.20.69 = INTEGER: 
0^I.1.3.6.1.4.1.9.9.719.1.1.1.1.16.69 = Counter32: 1

• Jun  6 16:49:50 sismith-u5 snmptrapd[8790]: 2014-06-06 16:49:50 10.8.16.73 [UDP: 
[10.8.16.73]:39094->[10.8.16.1]]: .1.3.6.1.2.1.1.3.0 = Timeticks: (2681527) 
7:26:55.27^I.1.3.6.1.6.3.1.1.4.1.0 = OID: 
.1.3.6.1.4.1.9.9.719.0.1^I.1.3.6.1.4.1.9.9.719.1.1.1.1.1.14001 = INTEGER: 
0^I.1.3.6.1.4.1.9.9.719.1.1.1.1.11.14001 = STRING: "State change on VD 00/0 from 
OPTIMAL(3) to DEGRADED(2)"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.4.14001 = OID: 
.1.3.6.1.4.1.9.9.719.1.45.8.1.1^I.1.3.6.1.4.1.9.9.719.1.1.1.1.5.14001 = STRING: 
"sys/rack-unit-1/board/storage-SAS-4/lun-"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.10.14001 = STRING: 
"unknown"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.14.14001 = STRING: 
"unknown"^I.1.3.6.1.4.1.9.9.719.1.1.1.1.9.14001 = INTEGER: 
884^I.1.3.6.1.4.1.9.9.719.1.1.1.1.22.14001 = INTEGER: 5^I.1.3.6.1.4.1.9.9.719.1.1.1.1.7.14001 = 
INTEGER: 0^I.1.3.6.1.4.1.9.9.719.1.1.1.1.20.14001 = INTEGER: 
1^I.1.3.6.1.4.1.9.9.719.1.1.1.1.16.14001 = Counter32: 1

VDS TC Blade Server System Disk Replacement Procedure
Follow this procedure to replace a system disk in a VDS TC Blade Server installation:

Note We recommend following industry standard practice of using drives of the same capacity when creating 
RAID volumes. If drives of different capacities are used, the usable portion of the smallest drive will be 
used on all drives that make up the RAID volume.

Before You Begin

Step 1 Follow these steps to stop the server VDS TC application:

a. Log into the VDS TC CLI. The CLI prompt console> appears.

b. Enter the command enable to enter Enable mode. At the password prompt that appears, enter the 
enable password. The CLI prompt console# appears.

c. Enter the command oper service stop to stop the VDS TC caching service.

d. Wait a few minutes and then enter the command show status. Confirm that the Device State shows 
“stopped.”

Step 2 Replace a failed HDD or SSD with a drive of the same size, model, and manufacturer. Before changing 
an HDD in a running system, check the service profile in UCS Manager to make sure that the new 
hardware configuration is within the parameters allowed by the service profile.

Procedure

Step 1 Connect the KVM dongle to the server with the failed drive.

Step 2 Connect a monitor, keyboard, and mouse to the destination server.

Step 3 Physically replace the failed drive.If needed, refer to the service note for your server model. In general, 
the steps are similar for most models.
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Step 4 Boot the server, using the power switch on the front of the server. If necessary, disable the quiet boot 
feature and boot again. For more information on disabling the quite boot feature, see the “Cisco UCS 
Manager B-Series Troubleshooting Guide” at 
http://www.cisco.com/en/US/partner/docs/unified_computing/ucs/ts/guide/UCSTroubleshooting_chapt
er_0111.html#t_howtodisablequietboot.

Step 5 Wait for the Avago Configuration Utility banner.

Step 6 To enter the Avago Configuration Utility, press Ctrl-C.

Step 7 From the SAS Adapter List screen, choose the SAS adapter used in the server. The Cisco B200 M3 
servers have an Avago SAS 2004 RAID controller on the motherboard.

Step 8 Choose RAID Properties. The View Array screen appears.

Step 9 Choose Manage Array. The Manage Array screen appears.

Step 10 Choose Activate Array. When the activation is complete, the RAID status changes to Optimal.

Step 11 On the Manage Array screen, choose Synchronize Array.

Step 12 Wait for the mirror synchronization to complete and monitor the progress bar that comes up. 

Note The time to complete the synchronization can vary depending on the size of the disks in the RAID array.

Step 13 When the mirror synchronization is complete, press the ESC key several times to go back through each 
of the screens (one at a time) and then exit the Avago Configuration Utility.

Step 14 Choose the reboot option to implement the changes.

Step 15 After the system has rebooted, log into the VDS TC CLI. The CLI prompt console> appears.

Step 16 Enter the command enable to enter Enable mode. At the password prompt that appears, enter the enable 
password. The CLI prompt console# appears.

Step 17 Enter the command oper service start to start the VDS TC caching service.

Step 18 Wait a few minutes and then enter the command show status.

Step 19 From the MegaRaid Storage Manager, confirm that the replaced drive shows a status of “Online”.
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VDS TC Troubleshooting Files

From the VDS TC Manager, you can export the system logs for a specific period of time, which will help 
with troubleshooting. If the system is a Cluster installation, it will export the logs from all servers within 
that Cluster system, including the Management Server.

Follow these steps to export the system logs:

Step 1 In the Cisco VDS TC Manager window choose Maintenance > Logs. The Logs window appears.

Step 2 In the From: field, enter a starting date and in the To: field enter an ending date.

Step 3 Click Export Logs. You will see the log file being processed.

Figure 17-1 Log File Processing

Step 4 After the log file is generated, the Export Logs file popup window appears.
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Figure 17-2 Export Log Dialog

Step 5 Choose to Open or Save the file. If you choose to save the file, enter the location and file name in the 
File Save dialog box.

Step 6 Click OK.

Step 7 This export saves the following files:

• VDS TC Management Server files:

– access_log

– rcapache2.out

– error_log

– operpang.conf_<CE_ID>

– pang.conf_<CE_ID>

– cluster_conf.xml

– device.xml

– groups.xml

– network.xml

– policies.xml

– rules.xml

– signatures.xml

– smartfilter.xml

– subscriber.xml

– timeplans.xml

– eth0

– eth1

– ifconfig.log
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– peerapp_system<timestamp>log

– peerapp_system_alarm.log

– snmpd.log

– spread_mg-1.log

– cpu_info.log

– dmesg.log

– dmidecode.log

– dstat.log

– ipmitool.log

– top.log

– messages

– messages-<time_stamp>.gz

– serial_ce-1.log--<time_stamp>.gz

– warn-<time_stamp>.gz

• VDS TC Cache Engine files:

– pang.conf

– iscsi.txt

– eth#

– ifconfig.txt

– core.#

– pang.log.<time_stamp>.gz

– osversion.txt

– version.txt

– snmpd.log

– spread_<CE-#>.log

– cpu_info.log

– dmesg.log

– dmidecode.log

– dstat.log

– ipmitool_sel_list.txt

– top.log

– messages-<time_stamp>.gz

– warn-<time_stamp>.gz
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Troubleshooting Storage Disk Problems

Recovering an Inactive Volume not Caused by a Hardware 
Problem

Perform the following steps to determine whether a volume has failed due to a hardware problem and 
recover the volume if the failure was not due to a hardware problem:

Step 1 In VDS TC Manager, check for alarms or errors reported for the inactive volume. To check for this 
information choose Status > Storage and click the Detailed Status tab. Check for possible drives that 
are having problems. 

Step 2 If a disk is faulty, contact Cisco support. If the inactive disk does not show as faulty, from the VDS TC 
CLI in enable mode, enter the cache volume deactivate command. You will be prompted to enter the 
volume number to deactivate. For example, if the inactive volume is 29, do the following:

console# cache volume deactivate
Licensed volumes: 120
Please enter volume number <1-120> 29

Step 3 After the volume is deactivated, log into CE-1. To log into CE-1, from an SSH connection to the VDS 
TC management server, enter the command ssh root@ce-1.

Step 4 To determine the device name of the inactive volume, enter the command /opt/pang/bin/fdisk.sh|sort. 
The following is a portion of the output from this command, showing the device name for volume 29:

PeerApp,0029,U /dev/sdac1

The device name in this example is /dev/sdac.

Step 5 Enter the command xfs_repair -v -L -r device_name4 device_name3, where device_name is the device 
name discovered in Step 4.

Step 6 After Step 5 completes successfully, from the VDS TC CLI enter the command cache volume activate. 
You will be prompted to enter the volume number to activate. For example, i the volume you need to 
activate is volume 29, do the following:

console# cache volume activate
Licensed volumes: 120
Please enter volume number <1-120> 29

Step 7 Enter the show volumes command and confirm that the volume no longer shows a status of “inactive”.
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Identifying the Physical Location of a Volume
Follow these steps to identify the physical location of a storage volume:

Step 1 From a connection to the VDS TC management server log into CE-1 using the command ssh root@ce-1.

Step 2 To identify the numbering scheme of the volumes, enter the command /opt/pang/bin/fdisk.sh script.

Step 3 To identify the mount point for a specific volume, enter the command /opt/pang/bin/fdisk.sh | grep 
volume_#, where volume_# is the volume # that you are trying to identify. For example, enter the 
following command to determine the mount point for volume 102:

ce-1:~ # /opt/pang/bin/fdisk.sh | grep 0102

The output will look like the following:

PeerApp,0102,U     /dev/sdae1

In this example, the mount point is /dev/sdae1.

Step 4 To identify the storage enclosure and LUN on which this volume is mounted, enter the command 
/opt/mpp/lsvdev | grep /dev/mount_point, where mount_point is the mount point that you discovered in 
Step 3 without the integer. For our example the command would be:

ce-1:~ # /opt/mpp/lsvdev | grep /dev/sdae

The output for this command would look like the following:

PA-2            5     -> /dev/sdae

In this output, the first value is the enclosure name (PA-2 in this example) and the second value is the 
LUN ID (5 in this example.)

Step 5 Use a VNC client to connect from your local computer to the VDS TC management server.

Step 6 From the VNC console window, do one of the following, depending on which storage enclosure you are 
using:

a. If your VDS TC solution uses an IBM storage enclosure:

• Start the IBM Storage Manager by using a shortcut on the desktop or by entering the command 
/opt/IBM_DS/client/SMclient from a terminal connection.

• Right-click the storage array that you discovered in Step 4 and choose Manage Storage 
Subsystem.

• Click the Host Mappings tab. From the Defined Mappings table, identify the physical drive 
using the LUN ID that was obtained in the Step 4. For example, in the following output, the 
logical drive name for LUN ID 5 is 14.
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a. If your VDS TC solution uses a NetApp storage enclosure:

• Start the SANtricity Storage Manager by using a shortcut on the desktop or by entering the 
command /opt/SMgr/client/SMclient from a terminal connection.

• Right-click the storage array that you discovered in Step 4 and choose Manage Storage Array.

• Click the Host Mappings tab. From the Defined Mappings table, identify the physical drive 
using the LUN ID that was obtained in the Step 4. For example, in the following output, the 
logical drive name for LUN ID 5 is 6.
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Troubleshooting Network Connectivity Issues

VDS TC network connectivity problems can be caused by a variety of issues. This chapter covers some 
of the key VDS TC specific troubleshooting steps you should perform when encountering network 
connectivity issues from the VDS TC installation.

Step 1 Confirm that the status of the cache engine Ethernet interfaces is “UP”:

• From the CLI of the VDS TC system, enter the show eth_status in either Regular mode or Enable 
mode. The status of all of the interfaces should be “UP”, as shown in the following example:

console# show eth_status 
Blade  eth0 eth1   eth2  eth3  eth4  eth5  eth6  eth7   eth8   eth9 eth10 eth11  eth12   
ce-1    UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-2    UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-3    UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-4    UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-5    UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-6    UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-7    UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-8    UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-9    UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-10   UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-11   UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-12   UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-13   UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-14   UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-15   UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP    
ce-16   UP     UP     UP    UP    UP    UP    UP    UP     UP     UP      UP     UP     UP

For any interfaces that are not up, continue check for possible reasons, such as cabling issues.

Step 2 Confirm that the spread communication among cluster members is set to broadcast:

• From the CLI of the VDS TC system, enter the command show cluster-bus-ip.

console# show cluster-bus-ip
Processing...
MG-1: [Broadcast]
CE-1: [Broadcast]
CE-2: [Broadcast]
CE-3: [Broadcast]
CE-4: [Broadcast]
CE-5: [Broadcast]
CE-6: [Broadcast]
CE-7: [Broadcast]
CE-8: [Broadcast]
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OK. All the CEs are configured to work with Broadcast IP.

• If the communication is set to multicast instead of broadcast, enter the command cluster-bus-ip 
broadcast. For example:

configuration# cluster-bus-ip broadcast
Processing...
All the CEs are configured to work with Broadcast IP.

Step 3 Confirm the correct speed settings of the Ethernet interfaces on the cache engines: 

• On each cache engine, while logged in as root, enter the ethtool interface_name command. For 
example, to check the speed setting of the eth1 interface on C#-1, enter the following command:

ce-1:~ # ethtool eth1
Settings for eth1:
        Supported ports: [ TP ]
        Supported link modes:   10baseT/Half 10baseT/Full
                                100baseT/Half 100baseT/Full
                                1000baseT/Full
        Supports auto-negotiation: Yes
        Advertised link modes:  10baseT/Half 10baseT/Full
                                100baseT/Half 100baseT/Full
                                1000baseT/Full
        Advertised auto-negotiation: Yes
        Speed: 1000Mb/s
        Duplex: Full
        Port: Twisted Pair
        PHYAD: 1
        Transceiver: internal
        Auto-negotiation: on
        Supports Wake-on: pumbg
        Wake-on: g
        Current message level: 0x00000007 (7)
        Link detected: yes

Note If an interface shows a speed of 100Mb and auto-negotiated is on, you should replace the cable. 

Step 4 Confirm that the following interfaces are configured with an MTU of 9K.

• If you are using a Cisco Nexus 7000 Series switch, use the show interface command to confirm that 
all of the following ports are configured with an MTU of 9216 bytes. 

– All ports that connect to the VDS TC cache engines. 

– All ports that connect to iSCSI ports of the storage devices

– All ports that connect to Fabric Extender (FEX) ports

– All ports that connect to routers, including the physical ports and the port channel

Note See Appendix A “Cisco VDS TC Blade Server Cabling Guides” in the “Cisco Videoscape Distribution 
Suite Transparent Caching Software Blade Server Cluster Installation Guide” for specific port 
information.

• If you are using a Cisco Catalyst 4500X switch, use the show interface command to confirm that 
all of the following ports are configured with an MTU of 9216 bytes. 

– All ports that connect to the VDS TC cache engines
19-2
Cisco Videoscape Distribution Suite Transparent Caching Troubleshooting Guide

OL-29792-05



 

Chapter 19      Troubleshooting Network Connectivity Issues
  
– All ports between the Cisco Catalyst 4500X switches, including both physical ports and port 
channels

Note See Appendix A “Cisco VDS TC C-Series Cabling Guides” in the “Cisco Videoscape Distribution Suite 
Transparent Caching Software C-Series Cluster Installation Guide” for specific port information.

• If you are using a Cisco Catalyst 4948E switch, use the show interface command to confirm that 
all of the following ports are configured with an MTU of 9216 bytes. 

– All ports that connect to iSCSI ports of the storage devices

– All ports that connect to the Cisco Catalyst 4500X switches, including both physical ports and 
port channels

Note See Appendix A “Cisco VDS TC C-Series Cabling Guides” in the “Cisco Videoscape Distribution Suite 
Transparent Caching Software C-Series Cluster Installation Guide” for specific port information.

• If you have a VDS TC Blade Server installation, use the ifconfig command to confirm that all vNIC 
interfaces on all of the cache engines (eth0 through eth12) have an MTU of 9000 bytes.

ce-1:~ # ifconfig
eth0      Link encap:Ethernet  HWaddr 00:25:B5:00:01:FF
          inet addr:10.11.12.2  Bcast:10.11.12.255  Mask:255.255.255.0
          UP BROADCAST RUNNING MULTICAST  MTU:9000  Metric:1
          RX packets:2139321620 errors:0 dropped:0 overruns:0 frame:0
          TX packets:799506045 errors:0 dropped:1 overruns:0 carrier:0
          collisions:0 txqueuelen:1000
          RX bytes:1244766315958 (1187101.6 Mb)  TX bytes:220300148495 (210094.5 Mb)

eth1      Link encap:Ethernet  HWaddr 00:25:B5:00:02:8F
          inet addr:10.11.80.2  Bcast:10.11.80.255  Mask:255.255.255.0
          UP BROADCAST RUNNING MULTICAST  MTU:9000  Metric:1
          RX packets:4324769 errors:0 dropped:0 overruns:0 frame:0
          TX packets:45 errors:0 dropped:0 overruns:0 carrier:0
          collisions:0 txqueuelen:1000
          RX bytes:319167124 (304.3 Mb)  TX bytes:2880 (2.8 Kb)

eth2      Link encap:Ethernet  HWaddr 00:25:B5:00:03:FF
          UP BROADCAST RUNNING MULTICAST  MTU:9000  Metric:1
          RX packets:4324804 errors:0 dropped:0 overruns:0 frame:0
          TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
          collisions:0 txqueuelen:1000
          RX bytes:319169322 (304.3 Mb)  TX bytes:0 (0.0 b)

Output omitted

• If you have a VDS TC C-Series Server installation, use the ifconfig command to confirm that all 
vNIC interfaces on all of the cache engines (eth2 through eth13) have an MTU of 9000 bytes.

eth2 Link encap:Ethernet  HWaddr D4:8C:B5:BD:14:1C
UP BROADCAST RUNNING MULTICAST  MTU:9000  Metric:1
RX packets:18780767 errors:176 dropped:65528 overruns:0 frame:151
TX packets:58782317423 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:16384
RX bytes:1648108179 (1571.7 Mb)  TX bytes:83835341083081 (79951611.5 Mb)

eth3 Link encap:Ethernet  HWaddr D4:8C:B5:BD:14:1D
UP BROADCAST RUNNING MULTICAST  MTU:9000  Metric:1
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RX packets:84177343726 errors:4842 dropped:200836 overruns:0 frame:4841
TX packets:14467531 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:16384
RX bytes:269293757793518 (256818540.3 Mb)  TX bytes:20330131810 (19388.3 Mb)

eth4 Link encap:Ethernet  HWaddr D4:8C:B5:BD:14:1E
UP BROADCAST RUNNING SLAVE MULTICAST  MTU:9000  Metric:1
RX packets:21163343784 errors:9633216 dropped:0 overruns:0 frame:9629902
TX packets:12348910809 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:82848395163084 (79010386.6 Mb)  TX bytes:4965978640262 (4735926.2 Mb)

Output omitted

• All of the iSCSI host ports on the storage devices should have an MTU of 9000 bytes. Follow these 
steps to use the IBM or NetApp Storage Manager software to confirm this:

Step 1 Using SSH software, such as Putty, open an SSH connection to the IP address that was 
assigned to the VDS TC Management Server.

Step 2 Log into the system using the username padmin and the password provided by Cisco.

Step 3 Enter the command sudo -l to change to superuser. Enter the password for the root user when 
prompted. This password is provided by Cisco.

Step 4 Enter the command vncserver :1 to start the VNC Server.

Step 5 Use a VNC viewer to connect from your local computer to the VDS TC Management Server, 
using the management IP address of the VDS TC Management Server. If you are prompted 
to log in, enter the root user with the password that was provided by Cisco.

Step 6 Enter one of the following commands from the VNC console, based on the type of storage 
enclosure you are using:

• If you are using a NetApp storage enclosure, in the xterm window enter the command 
/opt/SMgr/client/SMclient.

• If you are using an IBM storage enclosure, in the xterm window enter the command 
/opt/IBM_DS/client/SMclient.

Step 7 Choose the first Storage Subsystem if using an IBM storage enclosure or the first Storage 
Array if using a NetApp storage enclosure:

a. If using an IBM storage enclosure, right-click the storage subsystem and choose Manage 
Storage Subsystem. If using a NetApp storage enclosure, right-click the storage array 
and choose Manage Storage Array.

b. Click the Hardware tab.

c. From the menu bar, choose Hardware > Controller > Configure > iSCSI Ports.

d. From the iSCSI port drop-down list choose the interface to check.

e. Click Advanced Port Settings.

f. In the window that appears, ensure that the Enable jumbo frames check box is checked 
and that the MTU size is set to 9000.

g. Click Cancel.

h. Repeat Steps d through g for each interface.

Step 8 Repeat Step 7 for each remaining Storage Subsystems or Storage Array.

Step 9 Click Cancel.
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Step 10From the Storage Subsystem menu, choose Exit.

Step 11 Close the IBM System Storage™ DS Storage Manager.

Step 4 Use the lspci | grep Eth command to confirm that only supported NICs are installed in the VDS TC 
management server and cache engines. For a list of supported NICs, contact your Cisco representative.

ce-1:~ # lspci | grep Eth
01:00.0 Ethernet controller: Intel Corporation Device 1521 (rev 01)
01:00.1 Ethernet controller: Intel Corporation Device 1521 (rev 01)
0b:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
0c:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
0f:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
10:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
11:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
12:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
13:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
14:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
15:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
16:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
17:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
18:00.0 Ethernet controller: Cisco Systems Inc 10G Ethernet NIC (rev a2)
You have new mail in /var/mail/root
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